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1. INTRODUCTION 

riARGIE -- Meaning Analysis, Response Generaticn. and Inference 

in English -- i? a mode! of natural language processing incorporated 

in a computer program now running at the Artificial Intelligence 

Laboratory at Stanford University.  The program contains the core 

procec-ses — language analijSis, memory model, and language generation 

-- necessary for several natural language tasks.  Its operation in 

ons task domain, sentence paraphrasing, is the topic of this report. 

The task of paraphrasing English sentences can be stated simply 

as follous: 

Given ^n English sentence, produce other  sentences nhich 
English speakers interpret as having the same meaning. 

Of course the notion of 'n'eaning' is a very vagus one and the 

only test available for the acceptability of a proposed paraphrase of 

a sentence is to ask native speakers whether the two sentences 'mean' 

the same thing. Fortunately speakers seem to agree on the meaning of 

an isolated sentence, at least to a considerable amount of detail; 

the question of whether the sentences we generate are paraphrases 

according to sone more formal definition of 'meaning' and 

'paraphrase' will not concern us here. 



The  following examples,which  the progra«! produce?,   should give 

the reader  a better   feeling  for   this notion of  sentence paraphrasing: 

Source: 

Paraphrase: 

Source; 

Paraphrase: 

Source: 

Paraphrase: 

Source: 

Paraphrase; 

Source: 

Paraphrase; 

gß    Paraphrase; 

Source: 

Paraphrase: 

Source: 

Paraphrase: 

JOHN GAVE MARY A BICYCLE. 

MARY RECEIVED A BICYCLE FROH JOHN. 

JOHN ADVISED flARY TO DRINK THE UINE. 

JOHN TOLD MARY SHE UOULO LIKE TO DRiNK THE U1NE. 

nARY UANTS TO CHOKE FRED. 

HARY BELIEVES SHE UOULD ENJOY PREVENTING FRED FROM 
BREATHING BY GRABBING HIS NECK. 

JOHN PREVENTED 11ARY FRCn GIVING BILL THE BOOK BY 
GIVING THE BOOK TO FRED. 

BILL WAS UNABLE TO GET THE BOOK FROH MAPY BECAUSE 
JOHN DAVE FRED THE BOOK. 

JOHN KiLLFO NARY 8V CriCk'ING HER. 

JGhf; SmANGLEQ HAft?. 

JOHN CHOKED HARY AND SHE DIED BECAUSE SHE UAS UNABLE 
TO BREATHE, 

JOHN TOLD HARY HE UOULO HIT HER UITH HIS FOOT. 

JOHN THREATENED TO KICK FlARY. 

JOHN LOANED A BICYCLE TO MARY. 

JOHN GAVE riARY A BICYCLE AND HE EXPECTS SHE WILL 
RETURN IT TO HID. 

Each of these examples is handed by the current program, the 

'Source' cominy from a human user, the 'Paraphrase' being produced by 

the program.  The prograa does not handle pronouns in the input; the 

fifth example would be typed in as "JOHN KILLED MARY BY CHOKING 

'MARY".  There are also some minor distinctions in form between the 

—i *~^U>m    „fc, •,  ITT. „^        liglifilBiMW ^T-timirMmtf'r.C-r  :  



output prciduced bu MARGIE and the paraphrases in these examples, 

aithough in all cnse: th« sentences produced are close to those shoun 

and use the same  Mords. A complete listing of the program's actual 

performance on several examples is provided at the end of this 

report. 

The ability to   ^phrase single sentences is not itself 

particularly interesting, primarily because of its artificiality. 

Certainly humans have the ability to create sentence paraphrases, as 

has b«en demnnstroted in psychoiinguistic re?e2rch f4].  It is an 

abiliiy, houever. Mhich is seldom used outside of experimental 

contexts.  (Trying to explain the mea.iing of a complicated sentence 

to a non-native speaker or a child is one natural use of this 

ability.) Furthermore, none o* the commonly proposed computational 

tasks uhtch deal bith natural language processing directly involve 

sentence paraphrasing. 

Never theles'i sentence psraphrasing, at least as defined and 

accomplished tu the mode! described in this report, is an interesting 

research task for sever' I reasons: 

A)     flARGlE's method of perforiwing this task can be viewed as 

INTRA-L1NGUAL nACHUC TPANgLATION. This is because the paraphrases 

are not produced by directly converting palte-ns in the source 

sentence into patterns in the paraphrase sentence. Rather, the 

inputs are first convtrted into a language-free (conceptual) 

f-epresentation of their meaning. This representation alone is then 

user) to produce paraphrasa sentencefs). Neither the words nor the 



syntax of the Input are considered in their generation. The same 

language-free reoresentation produced by the analyrer for the 

paraphrase task could be used to generate German cr French 

realizations as well as English, To perform translation *rom English 

to a second language it Mould not be necessary to aller the input- 

output behavior of the analysis algor'• thm. The generation algorithm 

uou\ö  need to be provided with all the necessary linguistic data for 

the turgst language. Analogously, the generation algorithm used  for 

English sentence paraphrasing could be used in conjunction uith a 

German analysis ruueine to perform German-English translation. 

Although neither the analysis, generation, or iiiemory model of the 

current program is powerful enough to be used yet for the translation 

of interesting text, this is net due tn a  theoretical difference in 

the mechanisms involved in treinsiation and paraphrase. MAKGIE is 

designed to handle both these tasks and others (question answering, 

conversation) in three stages: 

i.  produce a conceptual representation of the meaning of the input. 
ii.  decide on the 'conceptual' content of the response. 
iii. product a target language response which exprasses this meaning. 

Thi? second of these stages is prowaoly the least understood of these 

processes. Paraphrase and trandation are closely related precisely 

because the same simple algorithm can be used for this atep; namely, 

the representation produced by (i) can itself be used as the 

conceptual content passed to (iii). 

B)       gphrases can demonttrate UNDERSTANQiNG. it ;s poosipie to 



obtain many paraphrases by syntactic manipulations. A sentence with 

a subject and a direct object can be put in active or passive voice, 

yielding such paraphrases as 

"John threw the balI to Mary" 
M 

The ball uas throun to Mary by John" 

Such paraphrases could be produced without the conceptual analysis 

perfor.-ed by MARGIE. A computer implementation of a transformational 

grsn-mar could certainly do this. But no one would claim that such 

'syntactic' paraphrases demonstrate understanding. 

More interesting paraphrases result from situations in which 

tMo words may be used in'erchangcably but require a change ir the 

syntax of the sentence: 

"The university owns the land" 

"The land belongs to the university" 

It might appear that these transformotions could be handled by 'word 

sensitive' transformatlona' rules. But they actually require an 

analysis which finds "semantic sense?' of word;;, as is demonstrated 

by the paraphrase relation: 

"1 sold the Chevy to Fred" 

"Fred purchased the Chevy from me" 

but lack of paraphrase relation between 

"1 sold ir.y idea to the tranagement"    and 
"The management purchased my idea from ae" 

Such paraphrases thus require semantic disambiguation of werde, a 

problem which, in much generality, is still beyond the capabilities 



of current language processing programs. Since it is generaily 

recognized that the solution to this problem requires some sort of 

understanding by the program, a system which produces these 

psraphrases in the appropriate contexts demonstrates sonia sort of 

understanding. 

The need for disambiguation in parsphrar.ing can be seen even 

more clearly in the sort of paraphrase which breaks a word down into 

its 'components'. Ue might paraphrase 

"Jerry dropped '.he laup"      with 
"Jerry let go of the lamp which allowed the lamp to fall" 

but we would not want 

"Jerry dropped five doHars at the race track'1 

paraphrased analogously, at leest for the primary reading of this 

sentence. 

Even supposing the disambiguation problem were solved (or 

eliminated, by suitably restricting vocabulary and context), these 

component based paraphrases introduce a new problem. The sawe sort 

of mechanism which handled semantic synonymy might also handle the 

paraphrase: 

Source:        "fly friend advised me to visit Spain" 
Paraphrase:    "My friend told me 1 would enjoy visiting Spain" 

Suppose however it was desired to produce the above Source given tna 

heiraphrase.  Instead of simply retognixing the pattern 'advise' and 

apoiying a trans format;on. it is required that the pattern 'tell X 

(t^.dl? X would enjoy . . ."be found in the analysis of the input. 

irWrrnMl»Jii-.-m 



To do this efficiently requires increased sophistication in a pattern 

matcher.  Furthermore, if ue wish to get 'acfvise' as a paraphrasa of 

•tell v.   (that) X iiouid like to . , .' ana 'suggest to K (that) , . . 

would please K' if is apparent that matching syntactic patterns of 

uord sense? wooiri rapidly run into problems from the quantity of 

patterns needed.  This problem is sveided in dARGIE's method of 

paraphrasing. 

MARGiE has no rules which specify explicit paraphrase 

relations between patterns of word senses. Given that MARGIc's 

paraphrase? are produced fron; a language free representation, of 

course, no such patterns even exist. MARGIE searches instead for 

conceptual patterns. These are deoenclent on the meaning of the 

source sentence, but not on the particular words or syntax used. The 

patterns sought are no more complex than those which i.'ould be needed 

for the component based (..araphrases above, and the number of patterns 

which must be discriminated is much smaller. 

Finally, there is 3  form of rjaraphrcse which is not even 

theoretically obtainable through word or word sense pattern matching, 

and which dewonstrates even more dearly a sore of understano'ing. 

For instance. 

Source;       "John told F^ed he would bomb his office" 
Paraphrase:    "John threatened to bomb FrecTs office" 

cannot realistically be produced by finding a pattern involving 

'tell' and 'bemb'. Bine« there are an i, .nite number of things which 

John could tell Fred that would constitute a threat. Although MARGIE 

mmmmmtHmmiimM^ ---^^^^i^r-iu^,!,,    -Tmii^imimfummmmifM-,   ^T— - i     .MHI 



cannot per.'orm all the functions necessary to produce such 

paraphrases, it does have tne required Ijnguistic mechanisms. This 

point wiii be discussed further in section IV. 

In the aösence o. any clear notion of what 'uRderstanding' is, 

it ie pointless to cU, ti tMi the production of a given paraphrase 

demor^trat^s a tapar.t^- for understanding, Ue will describe the 

processes by K'hich (lARHiE obtains such paraphrases and leave it for 

the reader to consider whether this meets his standards for 

classification as 'understanding'. 

C)     MARGIt's paraphrase production exhibits a use of CONTEXT in 

language processing. One of the most common ct itfcittf of natural 

language research is the tendency to deal with example sentences 

outside of any context, whereas human language processing alwbys 

occurs in complex social and linguictic contexts which affect both 

analysts and generation. 

The paraphi-asing of single sentences seems to shirs this fault, 

out the model described here performs all analysts and generation in 

the context of a mewory model, cemprigiry facts, beliefs, and ruies 

which arc actively used during the paraphrase process. FurIr.er.more, 

tne information contain , in the natural language sentencea being 

analyzed can be added to this memory model and affect the production 

of paraphrases of later ssntences. Although HARGIE does not use 

linguistic context (the particular words or syntactic forms present 

in the input sentence) in its gensrati'  process, a r-mitation not 

shared by humans, it does use the non- nguistic context -esent in 

^■^.rYlrt.^^h..,,.,,,,..  n1 ..-nfnl^M, ,.  ~ 



the memory model "•   ected by the "conceptual content' of the 

linguistic content. For instance, if MARGIE ha; been told 

"Bill had th? hook", and 
''flary ha? the bock", 

and is then asked to pa- aphrase 
"Mary uiil ove the hook to Bill" 

i t can pt oduf e 
"Mary iii I I return the bock to Bill" 

Sire»; an under standing cf the language analysis and generation 

processes dtscribec in this report requires an understanding of the 

nature of conceptual representation and, to a lesser degree, a 

Knowledge of the particular representations used by MARGIE, the next 

section will be devoted tc representational matters,  it is suggested 

that readers already familiar uith Schank's IB)   work on Ccmcp^ial 

Dependency hk'ip  Section II and refer back to it for explanations of 

unfamiliar terms or notations 



N. CONCEPTUAL REPHESLNfAi ION 

Hany forms of i epresentat ion cf language cont.'nt have been 

proposed by computational and theoretica! linguists. Soae are 

'syntax', or form, oased; others 'semantics', or meaning, based. 

'Conceptual* representations may be distinguished from others in 

several ways: 

(A) A conceptual representation is ' language-free' -- that is. the 

same set of units and relations are used to describe meanings 

which may be encoded in any human language. 

(B) The representations provided for natural language sentences 

which are 'similar* in meaning should directly exhibit this 

'similarity*. Closeness of meaning need not be forraaliy 

defineci:  it is simply tne feeling of speakers of English, for 

instance, that 'running* and 'walking' are closer in siedning 

than 'running* and 'killing'. 

(C) The i-epresentations are oriented toward use in a computational 

memory mode1 and inference system». One ramification of this is 

that the units and relations used to represent meanings derived 

♦rcm ianguacie must be the same ones used for internally 

generated information, 

ID)  The representations are proposed as psychological models of 

human cognitive structures. 

CONCEPTUAL DEPENOENCv (CD.) is a conceptual representation 

which encompasses a particular set of primitive conceptual units and 

relations,  !♦. r,3S been developed and described by Schänk IS,7].  It 

ie 



is not the purpose of this report to give argumenta favoring 

conceptual systems in general or CD. in particular. Those 

intererted in such matters uitI find such material in the above 

references.  The rest of this section is devoted to a brief survey of 

those aspects of CD. pertinent to the remainder of the report. 

(i) EVENTS 
AwTS and ACTORS 

!n CD. all actions described in language are broken down into 

a set of primitive ACTs. ACTs are performed by ACTORs, and this 

relationship is sumboMzed: 
<ACT0R> <"«> <ACT>  ' 

•Eating' is represented by the primitive ACT '»INGEST«'; 'John 

eats' is represented as: 
♦JOHN*; <== = > «Ild-ST» 

Not all ACTQR-ACT relationships describe physical events; 

'giving' is an abstract notion involving change of possess on and is 

representec) by the ACT '*ATRAN.*'. For 'John gives' we have the 

repre^entat ion; 
*J0HN* *ATRAN5* 

CO. CASES 

The concepts of 'eating' and 'giving' involve more than just 

ACTORS and ACTs. Ore must eat or give some physical object. An 

object cannot just be given by an ACTCR; there must also be some 

recipient of the giving. To represent relationships between ACTs and 

entities other than ACTORs, CD. provides a set of conceptual CASEs. 

Each ACT requires the presence of a particular subse" yl CASEs, 

li 



Host ACTs require an OBJECTIVE case symbolized; 
0 

----- <0BJECT> 

Examples of   this relationship  include: 

"John  drinks si Ik" 

"f-Ved breathes" 

♦JOHN* <'•'>  »INCEST*  *niL<« 
0 

*FRtD* <=>» = > *!NGEST* < *A1R* 

(the latter example demonstrates hou required conceptual cases 

will be present in representations even if no con esponding surface 

case exists) 

Unen the 'possess'1 Dn-fhip' of an object is changed by an 

action, there must be both a DtM3fl and a RECIPIENT of the possession. 

The RECIPIENT CASE is provided to represent this relationship, and is 

denoted 
R    !..__>    <RECiP!ENT> 
 1 

| <    <D0NÜR> 

The ACT *A"iPANS* requires the RECIPIENT CASE.  Some exampies: 

"John  yives Mary a book",   or 
' ?1ary receives a bcoK  fro« John" 

0 R   | > jtflARY* 
»JOHN» <=- = > *ATRANS« —— »BOOK*    »—-1 

1 < »JOHN* 

'John takes the book from *1aru" 

C R | > »JOHN* 
»JOHN* <---> »ATRANS« —-- »BOOK* —--I 

| < «flARY» 

The ACT *PTRAN5* is used to represent actions of changing 

location.  »PTRANS* requires an OBJECT (Mhose location is changed) 



and a SOURCE  ard GOAL   'ocalion.     The DIRECTIVE case provides slot; 

for   thp$e   locations,   and   is  symbolized; 
0     i >  <G0AL> 

——I 
|—-< <S0URCE> 

"John  gcies   to   the  store'1 

0 0  I—-> »STORE* 
*J0HN* <-> »FTRANS* -— *J0HN«    —-) 

I—-< 

An ACTOR-ACT relationship, together with all the cases required 

by the ACT, is called an EVENT. 

(2)  STATEs and STATE-CHANGEs 

Some of the information stored in a memory and communicated in 

language is not represented as E'v'ENTs, but as STATEs. The notation 

used in CD. for such inforrration is: 
VAL 

<C0NCE?T> ^=s> ■rATTfilBüTE> >- <VALUE> 

For example,  "Fred has the book" is represented as 

VAL 
*B00*»-<B»»> *P0SS* h  *FRE0* 

A  subset  of   the ATTRIBUTES used  in CD,  are SCALEs.    Uhen  the 

ATTRIBUTE of a STATE relation is a SCALE,   the VALUE will  be an 

integer representing a point on the SCALE.     The only SCALEs referred 

to   in   this paper arg *HEALTH*  {physical  health),  *J0Y*  (mental 

pleasure),   and »ANGER*  (emotional  anger), 

"Socrates  is dead" 
VAL 

«SOCRATES« <BE*> ^HEALTH*   (-10) 

13 



"BiIi is happy" 
VAL 

♦ßiLL* <«BS> *JOY* »•  (+3) 

In other cases, changes in state must be reoresented.  The 

STATE-CHANGE notation is; 
VAL 

| > <ATTRIBUTE> i- <neu-VALüE> 
<C0NCEPT> <«IB| VAL 

| < <ATTRIBUTE> •■ <old-VALUE> 

or. a 1ternat i veiu. 
VAL 

| > <ATTRIBUTE> <new-VALUE> 
/ 1 

<C0NCEPT> |  
\ j VAL 

i < <ATTR!BUTE> * <ola-VALUE> 

Commonly only the ♦erwinal state (ATTRIBUTE + new-VALUE) of a 

STATE-CHANGE relation is knoun, and -te will not bother putting 

anything in the initial slate slot. 

"Socarates dies" 
VAL 

| > »HEALTH» «- (-18) 
«SOCRATES« <i»| 

i —-< 

When the change of state Is along a scale, it is comnon that 

neither the precisp initial nor terniina   ate is known, but only 

the direction, and perhaps amount, of '  .ye. A STATE-CHAMGF can be 

modified by an iNCrement to show this; 

"Tryman's conditiof> deteriorates" 

i > »HEALTH* 
»TRUIIAN* < = = = ! 

f j.,.-.. HEALTH* 
!NC| 

(-5) 

14 



EVENTs. STATEs. and STATE-CHANGEs are all types of 

rplationships uhich are termed 'conceptualizations'. 

(3) CAUSALs and CONJUNCTIONS 

Two types of causal relationship will be used in examples. The 

first is a relation in which the occurrence of an ANTECEDENT 

conceptualization causes a RESULT conceptual isst ion: 

cANTECEü;.N!> / \ 
/ \ (the causal relation symbol  III 
Ml uiil sometimes be written 

<RESULT> <s ) 

An example of the use of the causal is: 

"John ki I led ~ary" 
*J0HN* <===> *00* 

I I i VAL 
{II | > »HEALTH* «- (-18) 

*nARY* <=e=Ht 

UDO* is a 'di'..-»y' ACT used to hold the place c» some acio-Ti, but 

unknown. ACT and its required cases. I 

The other causal relationship provided for is the CAN-CAUSE 

re I at ion; 

<ANTECEDENT> /c\ 
/c\ (the causa! relation symbol  ||l 
Ml wi11 some times be written 

<RE3ULT> <=C ) 

This relation indicates that the occurrence of the ANTECEDENT 

conceptualization could cause the RESULT conceptualization, but aoes 

not indicate the actual occuri-ence of either. 

itate..^- ,-.. ^ ^^^.^..^^m^^^mM. 



"Mary  Nkes to eat chocolate" 

0 
♦MARY* <==.>*INGEST* ----»CHOCOLATE« 

/c\ 
III 
III ! > *JQY* 

*MARr* <mmmm\ 
f   | <; #J0Y* 

INC1 

Both CAUSAL t 'aticnships are themselves conce'Ttualizations. 

Furthermore, any two conceptualirations can be joined jy the symbol 

W  to form a CONJUNCnON, nhich is also a conceptualization. 

<conceütuai izaticn> 
/\ 

<conceptijal \zs\ ion> 

(4) Mental ACTs 

Many English verbs -- tell, remember, teach, read — involve 

the transfer of information. Conceptual priasitiveä for representing 

these meaninris are discussed in [31.  !n this report ue shaiI use 

only one 'mental' ACT, «MTRANS*. This act requires a new CASE, the 

MENTAL-OBJECT (MOBJECT). An MOBJECT must itself be some 

conceptualization. »MTRANS* a'so requires the DECiPlENT CASE, with 

the DONOR and RECIPIENT being 'mental locations.' In this paper we 

shall limit mental location? to 'conscious procassors' (JKCP*' and 

'long-term memories' !*LTM*) of human beings, and physical objects 

which in some sense serve as information stores (books, televisions, 

. . .).  The notation for an EVENT using *MTRANS* is: 

n p }-.--> <RECIPIENT> 
<ACT0R> <="> »MTRANS* *---- <M0nJECT> i 

| < <OGNCR> 

It 

miuifnSB^mSBiiiiimiit  im      I'lUmUmil«   MH, ,~, ,,„,, n 



♦HTRANS* is ?n abstract ACT which indicates the transfer of the 

information contained in the nOBJECT from the DONOR to the RECIPIENT. 

"The professor teils Bob that Socrates is dead" 
PART 

H    R i-—> *CP* <—- *80B» 
»PROFESSOR* <■»«> »HTRANS* <-—- » 1 PART 

t    | < «cp* < »PROFESSOR« 

*                          VAL 
»SOCRATES* <«■«> »HEALTH» * (-18) 

PART 
(The notation *CP« < »BOB*  indicaces  the ccnsc'ous processor of 

the   individual  »BOB*.    Unen conceptualizatiuns are en,betded  in other 

conceptual izaticnts,   a Ä wi I I  often be used as a  'piace hoide"'   and 

will   be connected    to  the mam relational   link of  the embedded 

conep*ualiz^tion,) 

Mental   locations can c'i?o ti'l   the <VALIE> slot cf STATE 

releticns which have as their <AI'TRIBUTE> «rilOC*  'flentai-LOCat ion5. 

The  <CüfCrPT>   in 3uch relations must be an entire conceptualization. 

For  example: 

VAI. PART 
tt    <»«> *nL0C# —— *LTn* —— »FREO* 
t 

tjom* <**=> »DO» 
/ \ 

tflARY* 

/AL 
-> »HEALTH* >-   (-13) 

represents  the Reaning of  "Fred believes  that John KiMed Hdry," 
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15)  IJÖEjfe. äüÖ other "lodi f icat Ions 

Still to be accounted for is the concept of the time of 

occurrence  of an event, which usually is reflected by verbal tensing 

in language. flARGIE deals only with points in time, not intervals. 

The symbols ITl, 12,   T3, . . .! uill be used for ti.nes, and drawn 

with pointers to soMe conceptual link: 

Tl 
i 

<ACT0R > <===> < ACT> 

The special symbol *N3U* rep^es^nts the 'current' time — i.e., 

the time of an utterance or, more exr.tly, ts9 time of creation of a 

conceptualirat ion.  HHt relations uil! fce shown on a time 'ine, Ipft 

represent inet PAST; riyht, FUTURE. 

  find:c:fes the relations 
f    t    t 
Ti  12 *nju* 

11    <    U   <   *NÜ1- 

uhe.-o '<' means 'BEFORE' ) 

In the.implementation, every EVENT, STATE, and STATE-CHANGE has 

a TIME associated with it. in our diagrams, however, TIME gill be 

left out unless it is relevant to +ht; ooint being discussed. 

Another mori i f icat ion of EVtN'Ts is LDCation,  It will be 

rc-presented simply as a modification on the main link of the EVCN'i: 

Iocation 
I LOG 
i 

<ACT0R> <="> <ACT> 

18 
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'Swimming'   uouid be represented bi 

*UATER* 
| LOG 
i 0 D |- 

K    <--•>    *PTRANS« ♦—- X «-—I 

Other modifications of conceptualizations permit regation and 

'questioning', but these will not be needed for understanding tl.s 

paper. One that is needed is the MODE 'CANNOT' which can modify an 

EVENT, and is symbolised by a 8 on the <«--•«>. 

♦JOHN* <«="> *D0* 
/ \ PART 
ill n R |—> *CP* <- »MARY* 

*nARY* <-..> *nTRANS» *■ »CONCEPTS* -—-I 
0 1—> »BOOK* 

is the representation provided for "John prevented Haru from reading 

th? bock.'' (»CONCEPTS* is a 'dummy' HOBJECT? it represents 'some 

unspecified conceptual information.') 

Anj conceptualisation may be modified by a FOCUS relation. 

FOCUS a I nay? specifics one particular slot in a conceptualization, 

such as the ACTCR of the RESULT. FOCUS will not be noted in our 

diagrams; while it is anticipate:' that the memory model will find 

uses for FQCUS, it is currently ussd oniy by the generation routine 

to choose between words like "give" and "receive". 

(G)  Conceptual nominals 

The reader may have wondered about the use of units »JOHN», 

»BOOK», etc., in conceptual izatio;is. CD. has providsd a great deal 

IF) 
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of analysis of verbs and relations found in language, but little 

analu.is of concrete and abstract noTinals. The current program does 

not deal Mith words like "happiness" .mcl "involvement", but is 

limited to nouns ühich name ■ hysical objects and people. The unit 

»JOHN* in a conceptualization is a pointer to a memory node, at which 

are pointers to all conceptualisations involving *J0HN*, as well as 

such conceptual information as 

(HUnAN «J0HN*J and (MALE *J0HN*) 

The relation most used by the paraphrasing system, however, is 

(ENGUSH-NAnE *J0HN* JOHN) 

In Conceptual Dependency, these object-nain'mg units are termed 

'PR's 'picture producers). Considerable work must still be done on 

defining the precise nature of these units, both theoretically and 

computationaliy.  It is expected that future versions of MARGIE will 

include extremely different handling of nominal references. 

20 
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III.    ANALYSIS OF NATURAL LANGUAGE SENTENCES 

The analyzer described be Iou is one that is conceptually 

oriented not only in the output it produces, but also in the kinds of 

processes it uses to achieve its answers. Its primary task is not to 

discover the syntactic relationships in a sentence, but to discover 

what that sentence is conimunicating. Syntactic relationships arf 

used to help this prccess.  This distinguishes the analyzer fro.i 

previous attempts, such ao Woods' parsertil], where the semantics was 

needed to help build the syntactic structures. 

For the analyzer, the job of discovering what a sentence is 

communicating means discovering what Conceptual Dependency network 

should be generated from that ssn'-ence. One source of information 

used to do this ;? a simple description of certain relationships 

between words. But more important than such patterns between word 

types are the passive features and acti\3 expectations that are 

associated with each word in a language.  These expectations look for 

certain events, certain features or structures, and if these things 

are found then certain actions are performed. 

This emphasis on uords rather than on syntactic structures, on 

content rather than form, is in keeping with the general philosophy 

of Conceptual Dependency and in contrast to previous linguistic and 

computational linguistic work. Ue are interested not in syntactic 

structures but in those processes that allow people to communicate 

their thoughts using language. 

The features of a word are facts associated eithe- with that 
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ward itself or with the concept referred to hy that word.  That 

"John" is a  proper name is a fact about the word "John." That "John" 

is a male human is a fact about the concept referred to by the word 

"John", features are represented in the system in the CD. notation 

described in section il.  They are not special flags or marks built 

specifically for tht» analyzer, and though they are used primarily by 

tne analyzer . they are stil! pieces of world knowledge and are 

represent3d like other pieces of world kncwiedge. 

Uh'le the features are described with primitives and 

relationships vhat are general''i used in representing information, 

the expectations are described with functions and flows of control 

that are oriented (pore towards language processing. The basic 

control structure, involving a set of conditions plus a set of 

actions to be perforined if the conditions occur, is a reasonable 

mechanism for "any other memory processes. Chamiak tlj uses a 

similar device to describe the way sentences tie themselves together 

in children's stories. 

The functions that specify these conc^tions and actions are 

ones that have been found useful for analysis. As our knowledge of 

memory processes increases, seme nil! remain as they are and others 

will oe generalized to do more than language processing.  The 

functions that have been developed fall into several groups. 

CONCcPTUAL DEPENDENCY GRAPH fWJIPULATORS 

These functions create, and change internal counterparts of 
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conceptual dependency representation?. Graph locations, uhich can be 

fully ?pecified by strings of conceptual role markers such as "the 

actor of the cai'Sed event", are holders of information. That is, the 

graph is both the final analysis result and also the source of many 

of the expectations that are made nhile analysis is going on. 

One function then just takes a string of rolfe markers, e.g. 

"(<a ?ctor)" , and returns the conceptual piece found at the end of 

that path.  Another function fol lous ?uch a path and ». ts in a 

conceptual piece.  The first function is called CHOICE and the latter 

CHOOSE. Both of these functions uork with a conceptualization. 

There exist two related conceptualirat ion builders, REPLACE and 

IMBED. REPLACE replaces the current cc ;eptual graph (which nay be 

empty) with a new one. perhaps buiM from all or part of the olc. 

Tnis is called mainly when the veri: found in an utterance provides a 

conceptual network tying together the other elements in the sentence, 

or when some word, like "again" , tells the analyzer that the 

conceptual network from the verb is part of some other network. 

IMBED doesn't change the conceptual graph as such but affects 

how »he above functions behave. Basically jhen IflBED is called with 

a string of role markers, it causes the conceptualization referenced 

by CHOiCE. CHOOSE, and REPLACE to be moved to the conceptual piece 

referenced by that strmg of markers. Suppose the analyzer had so 

far built a network involving the communication of a causal 

conceptual irat icn, e.g.. "advise" which Is the communictit ion of the 

belief i>iat H the person being told does something he will be 

?" 
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hö(jpier for it. Now iriBEO would be called with the argument 

"^OBJECT CON)" to reset the conceptualization to be the action, in 

the coi.iB>unicated idea, which kould cause pleasure. Any further work 

done by CHOOSE. CHOICE, and REPLACE uould be in building up this 

action.  There is of course a function compiementary to ItlBED called 

RESET_ALL which resets ihe conceptualization to be the one which 

IMSED was called upon. At the momeni there is no stacking of these 

embeddinas anc' a disinclination to <Jo  so. Stacking is a mechanic.« 

♦hat can be programmed in fairly well-defined ways and it has been 

the bssis or wany programs for operating O.T data bases. However its 

psychological validity is questionable. At best functions that 

operate recursively on trees are convenient ways of simulating soBe 

human mental processes. In the analyzer however recursion 's  not 3 

basic mechsnism. Hence if the anaiy^?'' IflBEOs more than once it Kill 

be able to reset only tc the »ost recent ecibedding or else to the 

outermost level of the conceptualization. Such an app-oach is 

related to the representation ^e have chosen. Had our system been 

taaced on graphs of 3 more mathematical nature, with a few primitives 

and lots of trees to represent everything, then embedding would be 

occurring constantly and the natural way to work with these trees 

would be with recursive rcutines. However Conceptual Hependency is 

oriented about structures uhere c'oseiy related elements of a 

conceptualization appear together at the sane level, whei-e a 

processor doesn't have to keep looking up and down a tree for 

information.  When the focus of manipulations moves up or dem a 



level in this kind of  format it Mane something significant, and can 

be expected to take more effort, and thus be less likely to be as 

simple a mechanism as recursive stocking. 

In talking tbout. functions that add conceptual pieces to the 

graph one point should be made about these pieces. Uhile on printed 

output these graphs look like the linear version of CD. graphs, 

there 's one extra feature about them which doesn't shou, flany times 

a --  ituaiiration uil! have some piece appearing in several places 

In .., )• aph. The simptest example is with give" where we have an 

ATRANSing with an icpntity between the actor and the donor. When 

specifying conceptual pieces to REPLACE we can enforce this identity 

to the extent that the same graph is pointed to in beth places. Not 

only does it become ubvious to other programs, in inference and in 

generation, when two elements are meant to be the same, but with 

respect to the building of these structures, it gives the result that 

any changes made to an element shou up in all of its occurrences 

automatically.  Although this is only 3 small part of it, this 

ability to do explicit references indicate« a representation that can 

hand'e the results of more complex reference determination from the 

memory processor. 

As we shail see, often the verb util explicitly provide REPLACE 

and CHOOSE with the conceptual pieces that it needs. However there 

are also time5; uh«n there are significant conceptual structures 

coming from other woras in the sente?">w- Por example, in "John gave 

tlary a headache." "a headache" is the name of a conceptual structure 
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involving the feeling of pain, and the analyrer needs to incorporate 

this structure into one that says "John caused flary to feel pain in 

her head." Hence there also exists a routine, called UTILIZE, that 

takes words that refer to structure! and turns thetn into forms for 

incorporation with REPLACE. 

SYNTACTIC STRUCTURE flANIPULATORS 

Another £  or functions used is needed to operate on the 

syntactic structure cf a sentence. The description of these 

functions wiii be i?cniei-:nat brief. They have not been the main focus 

of our effort. This is because much work has already been done on 

syntactic analysis. Most other approaches, computational and 

linguistic and even psychological, have been concerned with what 

could be obtained using just syntax, until it became necessary to add 

on a littie semantics to help out. The approach here is the exact 

opposite, to S3e what can be done from tne ccnceptual side and 

include syntactics when they become important,  "he first form of the 

analyser didn't even have word order. Not even taking into account 

all trie artjuments that have been made in favor of semantics over 

syntactics, it would seem that this attack or the problem has 

interest in that it does relegate syntax to a truiy subordinate 

posi t ion. 

The syntactics used oy the analyzer are quite simple. This is 

partly because less time has been spent on them and partly because 

the existence of a conceptual network means the syntax doesn't have 
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to rarry the semantic lo?d that it does in a syntactically based 

system. 

There a^e three surface cases used. SU8J. OBJ. and REC1P, whirh 

save places for items until they can be given conceptual roles to 

play.  These roles are primarily determined by word order, with a 

secondary distinction between humans and objects, so that RECIP is 

generally a human, if it occurs at all. Uhen embedding occurs these 

cases are saved as well, and reset by RESET_ALL with the same 

comments about stacking applying. Further, CHOICE and CHOOSE both 

know how to handle these cases, and the analyzer can add and extract 

information from them just as with the conceptualization. 

These word order cases are supplemented by the use of 

prenosi t ion-3' markers. The analyzer usually kno.JS what relationship 

a preposition is expressing either fros what has already been 

understood or from the nature of the obje.' ?f the preposition.  The 

verb, i-;hich plays a central role in this system, usually does aost of 

the work in giving an expect?:! meaning to the use of a preposition. 

Still, thp analyzer needs to save the fact tnat such and such item 

was yoverned by such and such preposition, particularity when 

prepositions introduce a sentence ("By the car was a...") and when 

backup routine? are called. 

There Is another place uhere simple syntactic action occurs: 

while Halting for the accumulation of enougn information to make 3 

conceptual r^presentation. This happens in the building of noun 

phrases. Starting with the recognition of nn article or adjective. 
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words as they are brought in are not converted into a unified 

conceptualization un', il some hing is seen that indicates the noun 

phrase is ended.  The end o* the sentence, a verb, or the start of a 

neu noun phrase are soitif of these signals. Knowing what the main 

item is that is being modified by the previous string of adjectives 

and nouns the analyzer can make a conceptual uhole. But many 

adjectives used commonly like "short" or "sueet" cannot be said to 

have meaning until they r.ave something to modify. Granted there may 

be things that seem common between "a snort stick" and "a short 

pause", betueen "a sweet candy" and "a sueet voice", but these common 

elements are too vague to be sufficient to be definitions for the 

adjectives.  That is, given some such unifying theme, we still 

couldn't predict reliably what modification the adjective meant with 

many nouns.  There are times when we generalize word usages, when 

metaphors are ,nvolved. but for the moment we are concerned with the 

common, ingrained uses of words. Hence we find ourse!ves here with 

fairly ambiguous words, i.e. the adjectives, and the major source of 

information on what to do with these words coming last.  There  Is 

also the complicating factor of noun pairs, such as "kitchen table" 

and "police state".  There exists a program by Sylvia Ueber 

Rüssel I [5J that handles a nuRber of these, and eventually it will be 

tied in with the analyzer. 

There are, then, two functions for handling noun phrases. One 

takes n?w words and co'lects them into a simple list, waiting for the 

end of the phrase.  The other is called when the phrase end is noted 



and converts this iist into a nornai conceptual structure. This neu 

structure is then returned as the meaning of the noun phrase and 

behaves as a unit for such functions as CHOOSE and FFATURE. 

HEnORY INTERFACE FUNCTIONS 

FEATURE brings us to another open-ended set of functions, which 

interrogate the memory's world knoMledge for information about 

things.  These things may be either words cr concepts. FEATURE is 

the only memory interrogation function currently used by the analyzer 

(other possibilities are the class 111 predicates used by generator, 

as discussed in section IV).  It taKes as one argument either a word 

or a simple conceptual piece consisting of a PP plus modifiying 

conceptualizations and as the other argument some property value, 

such as "human" or "proper" (as in proper nouns). These propprty 

values belong to what are called contrast sets, such as "(human, 

animal, physical object)". These contrast sets are needed oecause 

there are often times when the analysis depends on which element of 

the set a particular word or  concept is associated with,  it is 

important to note that these contrast sets are not hierarchical, at 

ie-Tst to 3 great degree.  Although flary being a human implies that 

?he i? an animal uhicn implies she 'S a physical object, the way in 

which "flary" is hand'ed in language differs depending on whether she 

is no more than an object or no more than an animal. FEATURE is a 

very simpl-? information retrieval function, A particular coaplex of 

features has been chosen for some reason and FEATURE is used to find 
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out  what  else  is  true  in  this complex.     Thus,  by a criterion of 

commonness,   "John"   is chosen as reterriny  to  "J0HN1"  which   is  ''the 

man called John" sense of "John".    FEATURE then tells us that "J0HN1" 

is  a man,     and   that   an English name   is  involved. 

There  are,   as mentioned,   other   functions   in  the analyzer,   but 

they are subservient   to the ones discussed above.    Only one more 

piece of   the analyzer needs  to be described before some examples are 

given.     This piece  is  the monitor,  or supervisor,   the piece  that 

takes definitions of words  in  terms of  these  functions and executes 

their   instructions.     This monitor   is,  and  is meant   to be,   »ery 

simple.     Its   job   is   to do bcckkeeoing on  the  foilowing variables. 

SENTENCE  -  this  is  the utterance being analyzed,     it   is 

constant   through  the analysis. 

UOHQ -  this  is  the current word  in  the sentence  that   is being 

looked at.     Normally UORD is set  to each successive word  in SENTENCE, 

going   from   left   to right. 

SENSE  -  this  is  the current sense,   or meaning,   that   is being 

worked with.     It   is usually either  the meanir.:j of UORD or of  the noun 

phrase containing UORO.    A sense of a uord  is a name  for a set of 

requests and features.    Features are simply conceptualizations. 

Request are analysis   instruction?. 

REQUESTS  -  this   is a  list  of requests which  is unordered with 

one except ion.     The monitor continually rechecks  this  list   to see   if 

changes  tr. UORD.  SENSE,  CONCEPT,  or REQUESTS  itself have caused any 

of   the  requests   to become applicable.    Requests are representations 
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of the expectations 3 uord sets up of situations that might occur and 

actions to take in those case?.  The unordered rechecking is meant to 

be a simulation o* a parallel control structure uhere each request 

looks to see if it should do on.jthinrj. independent of the other 

requests.  The only exception to this concerns those requests that 

are activated when seme phrase or clause ends, fcr  example, in "John 

wanted flary...," the analyzer assumes that "Hary" is beginning a 

clause involving something involving flary that John uants.  if 

inctead that is the whole sentence and nothing more has been found 

out when the end of the sentence is reached then a def JIt assumption 

is made that John wants Mary to come to him. These requests that are 

called by the end of sonethiny are always placed at the end of the 

request list.  This is equivalent to concidering them as independent 

processe-s tha;, in being called by the absence rather than the 

presence of S0M#thtng, wait to make sure that "»ore real" requests 

have had their say, 

ANSUER - this is the concept) ■)! representation of SENTENCE that 

the analyzer is building. It is tne variable whose valm is returned 

by the analyzer, 

CONCEPT - this is a pointer to either ANSUER or to some 

subconceptua! izat on in ANSUER.  i'his points to the place where the 

building activitiy is going on at any point in the analysis.  Thus it 

starts off the same as ANSUER but when an embedded conceptualiration 

is being built it points to that instead. 

Attached to each word that appears in SENTENCE are one or more 
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senses, that is, iaUels of sets of features anu requests. Requests 

are of the form "( TEST ACTION FLAG)". TEST and ACTION are the 

crucial elements of a request. TEST is a (Lisp) predicate and ACTION 

is a (Lisp) function, both built from Lisp unctions and those 

functions that have been described above. When MORD changes, the 

monitor firct checks REQUESTS for instructions, adds eny requests 

attached to UORD,  then finds the current sense fur  UÜRD (setting 

SENSE equal tc it), then checks REUUESTS again, then adds the 

requests that arc part of SENSE to REQUESTS and steps HORO -3long in 

SENTENCF.  fn gene-a!, TEST prcdicat£= sake reference only to CONCEPT 

and the feature aspects of UORO and SENSE. Checking a request meano 

evaluating the TEST.  If TEST is not true nothing happens and the 

monitor goes on to the next request.  If TEST is true, then ACTION is 

executed and FLAG is altered. FLAG is a bookkeeping mark. Uhen it 

is NIL it means the request has not been used yet, while T means that 

the request has already been used. 

REQUESTS is changed by either the monitor or an ACTION.  In the 

former case worus and senses have their requests added to the list. 

In the latter case, either the function IHBED which introduces 

clauses, or a simpler one for starting prepositional phrases, saves 

the current REQUESTS and rsplaces it with another set. RtSET_ALL 

restores REQUESTS to the original set when it is called.  IHBED thus 

works with three information sets: the conceptualization being built, 

the syntactic structure being built, and the expectations being made. 

One other operation that the idonitor performs is to initialize 
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REQUESTS  to 3 request which  looks  for any noun phrase  that uiI I  be 

the subject.     This  is done uhenever a new sentence  is begun. 

The best way  to describe how  these  functions are put   together 

to  form requests   is by examples.     The  first  example will  be 

straightforward,   the second will  show how words,   like "giv-i",   can 

work   to  tie  together  the contents of oiher words,   and  the   last 

example will   shou how words,   like "by",  can work to tie together 

large conceptual   structures. 

The  first  example  is "John advised Mary to drink  the wine."  The 

requests attached  to  the words  in  the example are: 

advised -  (T  <CH00SE TIME  (BEFORE  (NEUJIflEi   (CHOICE TIRE)  X)  NIL) 

drink -   ((NEEDJIflE)   (CHOOSE TIHE  (CHOICE TltlE)   )  NIL): 

flost  of   these  function? haven't been discjssed and  the requests 

are here  for  completeness.    Basically  if words have requests at all 

they are one?   like  time choices.     Tne above requests  say  that 

"advised"  always refers  to a past event and "drink",   if  a  time  is 

needed,   refers  to a present one.    However  the "to"  that   is set by 

"advise"  sets " (NEED_T!ME)"   to  false,   so the time w.ll  be untouched 

by  "drink".     Past,   preserw arid  future    mean before,  during and after 

the  time of   the  surrounding conceptualization,  respectively. 

The  sense?  for   the words   in this sentence are,   for prograirming 

convenience,   usually  the some as  the woi d with a numeric suffix 

attached.     The requests attached to  the senses that appear   in this 

sentence  are: 

JOHf-a.   MARYl;   none; 
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AOVlSEi: (T (REPLACE CONCEPT (QUOTE ((ACTOR (* SUBJ) <•>  (*nTRANS*) 
TO (*CF* PART itt RECIP) REF (*THE*)) 
FROM (*CP» PART (| SUBJ) REF UTHE*)) nOBJECT 
((CON (NIL TltlE (>) »DOS (NIL)) <BC 
((ACTOR («RECIP) <a>T ixuOY*) <«>F (»JOY*)) INC (2) 
TlflE (a nOBJECT CON TIHE) MODE (NIL))))) FOCUS ((ACTOR)) 
nCIDE (NIL) TlflE (NIDI)) NIL) 

This request proclutes .3 concept^d, form equivalent to 

!---> ( RECIP ) ' 
M     R | 

( SUBJ ) <-> *niRANS* H.- it))   .-.-j 
I—< ( SUBJ ) 

where # is the foliouing conceptual form: 

( ) 
/c\ 

( RECIP ) 
•> *J3Y* 

*JOY) 
INC 

that is, someone is being told that doing something will olease hi/n. 

(T (DEFFROP TO 130  CURRENT) NIL) 

This request makes 3 prediction about future use of "to". 

((FEATURE SENSE (QUOTE HUTtAN)) (CHOOSE RECIP SENSE) NIL) 

fhii request saus that the next human is the person receiving 

the MTRANSmg.  It could he written so as to put the human into the 

graph directly but it is stored in REC'P just in case a parallel 

syntactic structure is needed. 

TO0:  (T (PROG NIL (IHBED (H0BJECT CON) ((SUBJ CHOICE RECIP) 
(TiilE AFTER (NEW TIME) (CHOICE TIDE) X)) ((BREAK POINT) 
(RESET ALL) NID) (SETQ USE TlflE NIL )) NIL.) 
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This s?vjs thrit uhen "to" is found start the conceptual building 

at CON in the flGBJECT, set the time to be after the communication, 

set the SUbJ of the infinitive ve^h to be the person being advised, 

and set REQUESTS to one looking for the end of the clause. 

DRINKli IT (REPLACE CONCEPT (QUOTE ((ACTOR (# SUBJ) <-> (»INGEST*) 
OBJECT I» OBJ) TO UINS10E* PART W  SUBJ)) PROfl 
(»MOUTH* PART {#SUBJ)) ) MODE (NIL) TIME (NIL)))) NIL) 

graphicaliy this is: 
PART 

|—> »INSIDE^ ----(SUBJ) 
0       0 I 

( SUBJ ) <»> *INGEST* — ( OBJ) —-1 PART 
|--< »MOUTH* (SUBJ) 

another reciues^ lithDRINKi is: 

((FEATURE SENSE (QUOTE PP)) (CHOOSE O^J SENSE) NIL) 

This request says that the next object it finds is the thing 

being drunk. 

The features of the words are; 

John, Mary - in a contrast set callen *UÜRDTYPE* they have the 

vaiue *NAf1E*. Mhich means they don't require an article; 

J0HN1, riARVi - both have the feature "HUriAN", and J0HN1 also 

has the feature "HALE" versus HARYl's "FEflALE" but that is not needed 

here. Both also have the feature "PP"; 

UiNEl - has the feature "PP". which is the only one needed 

here. 

The analysis of the sentence "John advised tlary to drink the 

uine" proceeds simply enough. The initial reques1 looking for a 
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subject (5UBJ) is satisfied by "John". "Advised" and "AOVISEl" 

sat iffy no requests but add fhtif own to the set, and further change 

COiiCEPT I HI hence ANSWER) to a con^ptual skeleton of the fITRANS 

action,  "flaru" anti "nARYl" satisfy the request looking for a 

recipient of the HTRANS.  "To" an^ "Tüi" move CCNCEPT to point to the 

ceptuaiizatio^ beintj MTRANSed and reset REQÜES13. "John" and 

\"  satisfy the request no« being made for a SUBJ. "Drink" and 

"DRINK1" put the conceptual skeleton for a drinking aci.on irJo head 

of the causal in the flOBJECT slot. "Uine" ar.d "WINE1" satisfy the 

request looking for an OBJ of the drinking.  The end of the sentence 

causes REQUESTS and the syntactic cases and CONCEPT to be returned to 

the values they had beror? "to" uas encountered. REQUESTS is checked 

again, and then the analysis is ever. The vaiue of ANSWER (in 

arr.phic form) is: 

»JOHN* <=> «HTRANS* 

0 
»TIARY* <=> »INGEST* —- *W1NE* 

*MARY« n    /c\ 
in 

!--< *JCHN«   ^HARv* 

INC | 
(+2) 

!--> «JOY« 

!-•■ *J0Y« 

Becaut-e of  space,   »he fact  that  the recipient case of HTRANS 

involves the Conscious Processors  (CPsi  of  the people,   not  the people 

themselves,   is rot shown  in  thit diagram.    Also,   the times have been 

left  out. 

The secono e*3fflple  is  "Junn gave Nary 3 beating."      t«  focus 

here   is on  the uay   in yhich  "give"   is used »ainly  to »IUII   together 
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This  P-ly?   that  when "to"   is   found st^t t   the conteptua1   building 

at CON   in   tie nOBJECT,   set  the  time  to be after  the communication, 

set   the SUBJ of   the   infinitive verb to be  the person being advised, 

and  set  REQUESTS   to one   looking for   the end of   the clause. 

DRINK1:   IT   (REPLACE COfCEPT   (QUOTE  ({ACTOR  («SUBJ)   <«>   («INGEST») 
OBJECT  iÄ DoJi  TG U1N3IDE* PART  (# SUBJ)) FROfl 
(*nOUTH* PART   («SUBJ))   )  MODE   (NIL)   TIHE   (NIL))))  NIL) 

graphicaliy  this   is: 
PART 

|—> *1NS1DE* ^—(SUBJ) 
0 D | 

( SUBJ )   <«>    «INGEST*    --     ( OBJ)  »—I PART 
j—< *nöUTH« *■ (SUBJ) 

another request with DR1NK1 is; 

((FEATURE SENSE (QUOTE PPU (CHOOSE OBJ SENSE) NIL) 

This reques» says that the next object it find? i$ the thing 

bei no drunk. 

The *eatures of the words are: 

John. Mary - in a contrast set cai led *U0RDTYPE* they have the 

value *NA-1E*, which means they don't require an article; 

JOHrll, flARv] - Doth have the feature "HUHAN", and JOHN! also 

has »he feature "MALE" versus lARYl's "FEtlALE" but that Is not needed 

hei e. Both also ftave the feature "PP"; 

HINEi - has the feature "FP", Hnich is the only or needed 

here. 

The analysis of the sentence 'John advised Nary to drink the 

wine" proceeds simply enough. The initial request looking for a 

35 



the other elements of the sentence to yield a  meanino paraphrasable 

in English as "John heat flary," This is 3 very common use of "give" 

and (here are many other uords 'hat can function the same way  For 

e-ample "John tocK a walk" means the same a? "John walked for a 

while," and '„lohn got Mary a jots" is related to "John gave flart;, a 

job."  In all these examples the object is the nafne of some action or 

situation, and "give", "get" and "take" take these situations and 

apply them in specific nays to the ether elements they govern. 

Som? of the requests associated with "GIVEI", which is the 

sense of "give" that handles the above example, plus ones like "John 

gave tlary a headache," and "John gave Hary a noo*.' are like the ones 

described in the previous exanple. Thus: 

GiVEl:  (T (DEFPBOP TO TO, CURRENT) ML) 

((FEATURE SEUSE  HUriANi (CHOOSE RECiF SENSE) Nil) 

((FEATURE SENSE POBJ) (CHOOSc OBJ SENSE) NIL) 

(T (REPLACE CONCEPT (QUOTE ((ACTOR (^ SUBJ) <=> UATRANS*) 
TQ {»  RECiP) FROfl (» SUBJ) OBJECT Ut  OBJ)) FOCUS ((ACTOR)) 
TinE (NIL) iiOCE (NIL)»)) NIL) 

graphically this last is: 

0       R |—> f RECIP I 
( SUBJ ) ^> *ATRANS* -—   ( OBJ ) —-1 

( - - <  t aULM / 

but the important »equest tor the examo'e Iwhich is paraphrased 

here in English 'or readdbiiityl is this one: 

37 



TEST  if ScNSE is a conceptualirat ion of ♦he fora 
onel <■» do 

/ \ 
III 

oneT <«> state 
(that is, someone puts someone mto a state) then 

ACTION  REPLACE CONCEPT (with UTILIZE) with SENSE where 
onel is replaced by SLfBJ and one2 by RECIP 

The sense of '"beating" that is assumed here has the fol inning 

meaning (graphically): 

0      PART     D |—> 0NE2 
ONE   <=> »PROPEL* *■- (*HAND* •-— ONEU <—\ 

/ \ j—< ONE! 
HI . PEPEATJDLY 
! i | HANNER 
iIj VAL      PART 

ONEZ <*-*>  *FHYSCuNT* --—  *HAND* —- ONEl 

This is the representation for repeated hitting.  The analysis 

returned for "John gave Mary a beating" nil! look \•kv   this except 

that "JOHNi" uiill appear everywhere that "ONEl" does and "HARYl" 

everyuhere that "0NE2" does. 

T e next e».3mp>e is "John killed flary by choking Hary,"  It 

contrasts Hith t'- i.^t example in the kind of manipulation that 

occurs.  In "John gave "iary a beatiny," the meaning of "give" was a 

set of actions, not some conceptual piece. The actions built a 

conceptualization from the other uords in she sentence.  In this 

exflmpie, "John killed flary by choking flary," the- word "by" ties 

together two large conceptual pieces, "John killed Hary" and "John 

choked flary." "By" asks questions about conceptualizations rather 

than about uords and differs from "give" in that way.  To kill 
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someone means to do something to make that soweone die. To choke 

someone means to grasp his (or her) neck causing him to be unable to 

nreathe. 

"BYl", the name assiynecl to this use of "by", has the following 

job to do.  It has to tie together two conceptualizations, making one 

"instrumental" in the occurrence of the other,  if the two actions 

are simple E'vENTs. then the main act has the other in its 

INSTRUdENTal case.  (Any ACT can take an INSTHUnENTal case, which 

must a.ways f  filled by an entire EVENT. This iNSTPUdENT further 

specifies the nature of the ACT on which it is dependent.) !f the 

main action is a causal and the causing action is unspecified 

(graphically there is 3 dummy "do" written for the act) then the 

secondary action is helping to specify this causing act.  If the 

secondary action is a simple act ther it is a straightforward 

replacement of this act in the unsoecified slot. This happens in 

"John angered flary by giving Bill the book." If the secondary action 

is a causa! itself then the result event of this secondary action is 

in turn the antecedent event of the mam action.  This happens in our 

example. 

"BVl" also hos 3  feu other duties, like pren3rino the analuzcr 

for an "ing" form of a verb, and making the current subject the new 

subject of the "by" clause. An English paraphrase of the request set 

for "BVl" (which involves too many of those format functions 

mentioned before to be usefully written out here) reads like this: 
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TEST if CON'CEPi is a causal then 
ACTION REPLACE CONCEPT ^jith ((CON (NIL) A CONCEPT)) . that is. 

form a space for the secondary concept, 
and also add the following request; 

TEST until the gecondary concept has been found then 
ACTION if the old concept had an unspecified causing action 

then if the secondary is also a causal then 
replace the unspecified action with the 
result event of the secondary, else 
CONCEPT is REPLACEd by the whole secondary action 
causing the result event of the main action, 

else CONCEPT is left the conjunction of tuo events 
and a'so (inBED CON (ISUBJ CHOICE SUBJ)) 

'.(BREAKPOINT) (RESET.ALL) NIL)) 

The last action, the IflBED, say? that from this point on 

conceptual building uiI I be done in the CON space just attached with 

the REPLACE, and it also says that REQLEST5 ui II be set to look for 

the end of the clause. 

TEST if CONCEPT is a simple act then 
ACTION (inbEC INST (ISUBJ CHOICE 5UBJ)) KBREAK^POINT) (RESET_ÄLL) NID) 

This r... luest    p icablt in  c simple instrumental use of 

"by", such as John gave riary the book by handing it to her." The 

ic-cX   request looks for an "ing" form of a verb to foMow the "by". 

TEST  if WORD is J word with suffix ING 
ACTION then give it the meanir,3 of the root 

Uhen this sense of "by", which is set by "KiLLl". is used the 

final analysis of "John killed flary by choKlng riary" is: 
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Ü      PART 0 0 
»JOHN* < = "> «GRASP* —  *NFCK« ►-- «flARY«   *f1ARY* <•»=> *1NGEST* — »AIR* 

/  \ /  \ 
Ml A       Ml 
Mi 0 || j  !-.> »HEALTH* 

*nARY* <mmm> «INGEST* .-- *AiR* j VAL t 
8 *f1ARY« <■•■&! |       -10 

I 
|--< *HEALTH« 

VAL t 
X 

Ue have seen oome examples now of the core of the conceptual 

analyzer, Ue have seen the kinds of functions that are used and the 

kinds of results that are constructed.  The discussion has been brief 

a^cl the analyzer described is tar from complete. However it can be 

seen that the basic philosophy of Conceptual Deoendency has been 

continued here. Not only has the stress been on a conceptual rather 

than just a language oriented semantic output, but the same 

criterion of naturalness that leads to one representation rather than 

another has been used in deciding what decisions cause uhat steps in 

the analysis proce?s.  The assumption implicit in the requests for 

'give', that humans are consistently treated differently from 

physical objects, is such a decision. The control structure itself 

uas uorked cut from an assumption that natural language processing 

does not involve global routines that are based on syntactic 

structures, but rather such processing Is carried out by short 

programs and expectations associated with the words of the language. 

The idpa of sets of requests was a straightforward implementation of 

this assumpt ion. 
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!n the last feu examples, the how of analyfis unil be omitted 

and only the input and output ui! I be shoun, 

JOHN AGGRAVATED MARY BY GIVING BILL THE BOOK 

iinee : KVAL »T*)} 

Tinoi : (fBEFORC TIHi0 X)) 

T!rie2 : {(BEFORE TinBl X)) 

((CON ((ACTOR (JOHNl) <«> {*ATRANS*) TO (BILLD FROH (J0HN1) OBJECT 
(BOOK1 REF UTHE*))) FOCUS ((ACTOR)) «ODE (NIL) TIflE (TIf102)) <= 
((ACTOR (nARYl) <5>T (»ANGER*) <3>F (*ANGER*)) TIflE (11081) INC (2)))) 

This is the internal representation of the following graph structure: 

0      R [--> *BILL« 
»JOHN* <•> *ATRANS* .-- *B00<* .—j 

/ \ |—< *JOHN* 

*ANGER* 

•ANGER* 
»HARY* <ss=sl 

t I 
INC j 

(+2) 

The next two examples show how Buch concepts with different 

features can affect the-analysis of that sentence.  The analyzer 

assumes that when someone wants someone else, he wants that person to 

come to him, but when he wants some physical object, he wants to have 

that object. 

JOHN WANTS HARV 

Tinea : HVAL *T«n 

Tinei : ((AFTER TinBÖ X)) 

Tin82 : ((AFTER Tifiee X)) 

(("CON ((CON ({ACTOR (FIARYl) <«> («PTRANS*) OBJECT (nARYl) TO (JOHN!) 
FROM (NIL)) TIME (TItt82)) <«C ((ACTOR (JOHN!) <£>T («JOY«) <u>F   («JOY«)) 
INC (2) TiriE (Tinei)))) <*> («noc* VAL .*LTM* PART (JOHND REF («T)€«) 
))) MODE (NIL) FOCUS ((<■> VAL PART)) TIME (TIf188)) 
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VAL     PART 
U  <5E.-> *nLOC* -— *LTn* *.-. «JOHN* 
t 

I C       D 1—> »JOHN* 
j  »MARY« <=■=> *PTRAN5« ^— *MARY* ^—j 
;        /c\ l-< 

HI i--> *ÜÜY* 
*JOHN*<3ss=| 

t  j—< *JOY* 
INC | 
(+2) 

JOHN UANTS A BOOK 

T1M08 : ((VAL *T*)) 

Tinei : ((AFTER Tin08 X!) 

T!n02 : ((AFTER T 1,100 XH 

((CON ((CON ((ACTOR (*W£1«) <» (*ATRAN5#) OBJECT (BOOKl REF («A*)) 
TO (JOHN!) FROfI (»ONE»)) TlhE (Tlf102)) <= {(ACTOR (JOHN!) <«>T (»JOY») 
<s>F (*JOY*)) INC (2) TiflE (Ti!191>))) <s> {*nLOC* VAL (*LTn* PART 
(JOHN1) REF (*THE*M)) nOOE (ML) FOCUS ((<3> VAL PART!) TIHE {Tin80)) 

VAL     PART 
tt  <ssa> »MLOC* — *LTM* — »JOHN* 
t # 

i 1 
I 0       R |~> *JOHN* 
j   «ONE* <*»-> »ATRANS» -— *BOQK*  —-j 
j        /c\ !--< »ONE* 
I        III 
| in 

IN \->   «JOY* 
*jnHN*<=5s5| 

t  I--< »JOY» 
I NCI 
(-2) 
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IV.        PRODUCTION OF NATURAL LANHUAGE SENTENCES 
FROM CONCEPTUAL REFRESENTATiONS 

Uhen the analysis of a source sentence has been completed, 

control passes to the menicry model, uhich integrates the conceptual 

structure produced by the analyzer into the existing memory. Neither 

the source sentence nor the words comprising it are used in the 

remainder of the paraphrase production. Memory processes are not 

described in this report, but are discussed in [93, Ue can think of 

the integration process as one of tying references to already knot<n 

items to internal nodes which represent these items, and of creating 

neu nodes to represent neu items and concepts. Thus an associative 

memory is maintained, in which a node representing the individual 

'John Smith' has pointers emanating from it to every 

conceptualiration in uhich 'John Smith' plays a part. 

The problem remaining is to tak- the conceptual representation 

which the analyzer produced for the input and find an English 

sentence which-expresses the meaning represented.  The words and 

syntax of the original sentence have been discarded. Thus the fact 

that the conceptualiration was produced from an English sentence 

i-.-hich was the input to a paraphrase program is not relevant to th'-s 

problem- The conceptual irat ion could ius1: as well have come from a 

German input In a machine translation task, through a chair, of 

detluctions in a question ansnerar, or through some information 

gathering motivation in ^n   interviewing program.  What is required 

then is a routine which can take an arbitrary conceptual 

4u 

taMtttijUtäi*aB*mto**ift T-,ft»i ■•■ .T.^ 



representation and realize  it   in English —  i.e..  a general 

Conceptual-Engl ish generation program. 

Both   linguists and computer  scientists iiave designed systems 

for    language generation.     These can generally be classified as either 

random or  directed.     Random systems   [121   attempt  to produce 

gramnatic^l   English sentences,   starting only with  the goal   "produce a 

grammatical   English  sentence."    Such systeffis can be used  to  test 

syntactic  tneories,  and could be used to test semantic theories as 

uell   if   the goal  mrre "grammatical  AND meaningful". 

Directed  systems posit  some underlying structure and have as  a 

goal   "produce  a sentence having  the specified underlying structure." 

Our  goal,   to  "produce grammatical  English sentences with a  specified 

meaning",   certainly   raMs under   this paradigm.     Unfortunately,   the 

language   free  a    act  of conceptual  representation «-enders approaches 

uhich have  been previously  tried  inapplicable  to our  task.     Some of 

the  directed approaches   [3]   assume a syntactic underlying  structure. 

MARGIE does not  knoN  the syntax of   the desired output.    Others assume 

a  semantic  structure   tiBlj   these specify  the desired meaning,   but do 

so   in   terms  of   linguistic units   (word senses)   not  present   In 

conceptualizations.     Thus MARGIE require? a new approach  to 

cienerat ion. 

Tr.P   tücj!<  of  producing an English sentence  from a   language  free 

meaning  structure   is   indeed very complex,  but  several   subtasks may be 

i dent if ied: 
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i)   Words wust be cho?en to use in the sentence. 

ii)  The words must be tied together by English syntax relations (or 

relations from which the syntax can be produced), 

iii) The words and relations must be linearized to form an English 

sentence. 

Although it may net be necessary to organize these subtasks 

sequentially, it seems that if (i) and (.ii) could be accomplished, 

then 'iii) could make use of the generative mechanisms devised for 

directed non-conceptual generators. 

Uhat HARGIE does in fact is to break up generation into two 

distinct phases.  First a 'syntax network' is created (steps (i) and 

(ii) occurring in parallel), then a grammar products an English 

sentence irom the network. The remainder of this section is devoted 

to describing these syntax networks and how conceptual and linguistic 

knowledge are used in their formation. 

The reader may wonder how HARGIE, having thrown away the source 

sentence, can be sure that the English r-ea!izaticn it arrives at will 

be a true paraphrase rather than the 'identity' paraphrase. The 

answer is that it cannot: the generator actually produces several 

different realizations from the conceptualization. The original 

sentence may weM be among these. 

First the process by which a single English realization is 

obtained will be described; this description will be augmented later 

to explain the production cf multiple realizations (i.e., 

paraphrases) from a given conceptualization. 
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Uni ike the conceptual representation, the syntax network is 

very much language clepencie.  both the tokens and relations in the 

network are English specific. Structurally the network is identical 

to the semantic networks of  Simmons [18]• Unlike Simmons' nets, 

however, these syntax networks uill connect lexical entries with 

syntactic relations.  The syntactic network from which 

"John threw the ball at flary" 

would be generated is 

LEX 
->THR0U 

ACTSBJ | LEX 
>| GZ I > JOHN 

OBJ 
LEX 

• > BALL 
01 | ■> | ^o 

I. 

I TENSE 
>PAST j 

I OBJ 
■>| G4 

DET 

PREP* 

POBJ 

>THE 

AT 
LEX 

■>| G5 ~>nARY 

This same network can oe more concisely written as 

Gli LEX THROUI 
ACTSBJ G: 
OBJ G3 
10BJ G4 
TENSE PAST 

G3: 

C4: 

LEX 
OET 

PREP 
POBJ 

BALL 
THE 

AT 
G5 

G2:    LEX    JOHN 05:    LEX   flARY 

The elements which are objects of LEX relations are lexical 

entries.  The lexical entry THROW will contain only morphological 
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information such as PAST=THREU. THROU is NOT a word sense — the 

same lexical entry serves for "throu a boxing iiiatch'', "throw a 

tantrum", and "throw a ball". 

The relations may seem to be merely renamings of the relations 

used by Simmons or Fillmote 12],  but that they are not can be seen 

from further examples. I0BJ (indirect object) serves fir the "at 

flary" in the above example, as well as for the "to flary" in "John 

gave the book to Mary" and the "from Mary" in "John oought the book 

from Mary". Semantic systems would tend to break down these 10BJ 

relationships into SOURCE, GOAL, ana other relations. 

On the other hand, the syntax network may make distinctions 

which a semantic network would not. Networks for the two sentences 

(1) "John wants fiery to sell him her Chevy" 
(2) "John hopes flary will sell him her Chevy" 

both contain an embedded structure representing 

"flary seil John Mary's Chevy; tense=future " 

This embedded structure would be placed in the same relation to 

'want' add 'hope' by most semantic models. They are placed in 

different relations In our syntactic networks because of the 

necessity of performing an ' infInitive-izing' transformation in (1) 

but not in (2).  Such syntactic information about 'want' and 'hoje' 

will not he processed by the grammar which generates from the syntax 

nets, taut is handled by the routines which create the syntax nets. 

(Note that hese nets could bs  subjected to a transformational 

process as are the syntax trees of a transformational grammar. This 
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Mould resuM ; . the production of pardj.hrases of the sort described 

a-i 'syntactic' -- e.g., active to passive voice -- in section I, No 

such t.-ansfocsat ■.cn.ii precis? is incorporated in the present 

program.) 

The Fr oi'■,.", yi Q.I rj Synt^y Nst; frja Conceptualizations 

To produce a syntax net t>om a conceptualization, a 'synthe3;; 

by analysis' process is undertaken. The conceptu^iization is 

analyzed to detect njieuorthy patterns in the conceptual syntax and 

noteworthy reiationa ',n  the conceptual semantics. While there are 

potentially infinitely man' patterns ind -^lationships uhich cculd 

be detected, only a finite, and relatively sraall. subset of these 

ui I I be intt'-esting for the put poses of generation of a given 

language.  For instance, in generating Enq!ish from: 
PART 

0        D I > »INSIDE* «- »JOHN* 
(Ci; «JOHN* <=.=;. »INGEST* -— «MILK« —--i PART 

l-—c  »dOUTH* * »JOHN* 

the fact that *HiLK# is a FLUID is of interest, since English m;jkes 

an 'EAT-DRINK' ci ? . -iction. Houiever, in 
PAR'. 

0        0 ! > »INSIDE* *■ *8fc^P* 
iCZ)     »BEAR* <= ==> *!NGtST* -—  »FISH« —- I PART 

| < »nOUTH* ^ »BEAR* 

i ,. «s net imoortant that BEARs are ANIflALs a^d not HUHANs. Mouever, 

to generate a German realization of (C2) the dis .iction is 

important, since German makes an difftrentiation which English does 

not.  (German uses the ve'-b 'f, essen' to describe ee ;r when done by 

an animal, but the verb 'essen' when a human agent is involved.) 
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Although the »act that HILK is a FLUID is relevant in (CD, it 

is irrelevant in 
0 D I > «REFRiG« 

*3)       *J0HN* <"»> *PTRANS« <—- «CUP*  <—j 
t       I < 

CrNT i 
*niLK* 

which could be realized as "John put a cup of ailk in the 

refrigerator."   (Of course,   some repre^ntat ion of  the special 

relation  'in',  cs opposed to  *nn,  near.   .  .   .' must be added to 

rc3).) 

Thus the relevance for generation of a conceptual pattern or 

relation is dependent? 

A)  on the language chosen (example? iCl) anci (C2) 3, and 

6)   on the conceptual context in which it occurs (examples (CD and 
(C3) ) 

tlARGIE's ianguage generator, BABEL (Better Analytic Basis for 

Encoding in Language), organizes this sort of linguistic knowledge as 

a set of cliscriminaticn nets.  A discrimination net is a data 

structure consisting of 3 binary tree whose non-terminal nodes are 

associated with oredicates and whose temiinal nodes are associated 

witn 'respcnse' information,  in operation, a diccrimination net is 

applied to a 'stimulus'— in this case, a conceptualization, Th3 

predicates in the 'ree take the conceptualization as a parameter. 

The algorithm for applying the discrimination net can be stated as 

fol ious; 
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1. Set CURRENT-NODE to the root nude of the net. 

2. If CURRENT-NODE is a termincil. go to step B. 

3. Evaluate the predicate at CURRENT-NODE. 

4. If the value is TRUE, set CURRENT-NODE to its •right-hand* son 
and go to 5tep 2. 

5. If the value is FALSE, set CURRENT-WOE to its 'left-hand" son 
and go to step 2. 

S.  Return the response associated uith CURRENT-NODE. 

A portion of a discrimination net which uouid find the response 

'GlVEl' for the stifnulus: 

0        R j < «TMRY« 
(C4) »JOHN* <-.> *ATRANS« •-— »BHOk'« —-| 

I < »JOHN* 

is shown in figure I. Un drawing discriffiination nets, root nodes 

utll be assicined index '1': sons of a node with index N will be 

assigned indices 2N, 2N+1) 

Figure 2 traces the application of the net of figure 1 to 

stimulus ICA), following the discrimination «et algorithir given 

above. 
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nODF. 

NIL 

FOCÜ5 

ACTOR 

i 1 I 

/ \ 
/  \ 

/   \ 

ACTOR 

RECIPIENT 

/ \ 
/  \ 

/   \ 

i did the RECIPIENT possess the 
5 ! OBJECT at any time prior to the 
 I Tint of the conceptualization 
/ V 

/  \ 
/   \ 

10 i 

/ \ 
/  \ 

/    \ 

21 I (G1VE1) 

FIGURE 1 

CURRENT 
NODE 
iCH) 

1 

le 

21 

PREDICATE 

are the ACTOR and RECIPIENT Identical 

is there no flODE associated w'th the 
St imulus 

did the recipient possess the object 
at any time prior to the TlflE of 
the stimulus 

is the ACTOR to be 'focussed' 

none (terminal node) 

VALUc ACTION 

FALSE CN-2*CN 

TRUE CN-2*CN+; 

FALSE 

TRUE 

CN.2*CN 

CN*-2*CN+] 

return GIV 

^IGUfi t    ^ 

  



The predicates within the discrinination nets may be separated 

into three distinct classes. Class I predicates are those which 

perform pattern matching within the stimulus conceptualization. 

These include tests for the identity of two conceptual fields, e.g., 

the predicate ACTOR » RECIPIENT at node 1 of figure I. Other 

predicates in this class test for the presence of particular 

conceptual elements in 'he stimulus — e.g.,  is there a 8 modifying 

the RESULT of a conceptualizatlon? -- or test the structure of a 

stimulus — e.g.. is it of the form EVENT-CAUSE-EVENT? 

Class 11 predicates are logically unnecessary but are included 

for purpose of keeping the nets compact. They allow a single node 

in one net to perform an entire set of tests from the same or a 

different net. An example will clarify the idea behind this.  The 

English verb "to breathe", in its most common sense, is represented 

conceptually as 
PART 

0        D i < *lN5iDE* ^ X 
X <=.=;> «INGElJT« —-- *AIR*  -—I PART 

1 < *noijTH« X 
while ''to choke (s^mpcne ' is represented es 

X < = *=> *GnASF* <-—-  »KECK* 
/ \ t 
i i | {PART 
III Y PART 
||! 0       0 | >*1NS10E* ♦• Y 

Y <«.=.> *INGEST*  *AiR* ----I PART 
a I—<*nouTH* -— v 

The RESULT in this representation of "choke" is just the 

representation of "breathe" modified by 0. Rather than repeat the 

tests necessary for recognizing 'BREATHtl' on the path leading to 

'CHOKEl', the predicate 
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FOT.HEAD    ( <• )    -    BREATHE1 

is evaluated at  some node of   the discrimination net.    Evaluation of 

this predicate consists of  testing whether  the structure found in the 

(<a)   slot   (i.e.,   the RESULT)  of   the stimulus could,   if used as a 

stimulus,   evoke the  'response'  BREATHE1   (i.e..  whether 8REATHE1   is a 

POTential   'HEAD'  of a syntax net  for  this structure).     The exact 

relationship between the  'responses'   in  the discrimination nets and 

the production of  the syntax nets will  be explained shortly.     In  this 

case  the savings obtained are not considerable,  since  'BREATHEl'  does 

not require a  large set of  tests for   its characterization,     in other 

cases,   however,   ccnsiderable storage savings result  from this  form of 

recursion  in  the discriHi nation process.     The price paid for  the 

savings   is,   of course,   ?xtra processing  time,  since the 

discrimination net which recognizes  'BREATHEl'  may make unnecessary 

tests   in  doing  so. 

Class  III  predicates  t?st properties which are   'semantic'   in 

nature.     They all   involve  interaction with the memory model.     It  was 

shown earlier  that   the  fact  that «fllLK«  is a FLUID is  important  to 

the generator   in certain instances.    *n!LK*.  when it appears  in a 

conceptualizatici.   is not  an English word,  but a pointer  to a node  in 

memory.     And FLUID  is NOT a property shared by the English word 

"milk"  and   the German  "Hi Ich",   etc.,   but  a property of   the concept 

»hiLK*.     Thus  this  information  is not stored as  linguistic 

information  in a  lexicon,  but   is stored   in  the memory and accessed 

through  the node *i1ILK*. 
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In .sddition to categorical information of this sort, the memory 

is the sole repository of relational information, such as BEFORE- 

AFTER time relationships, Uhen a conceptualization is passed to the 

generator, such relational information is not included unless it is 

specifically desired that it be expressed. However, linguistic 

choices may be dependent on this information. For example. 

Tl PART 
i n     R 1 > *CP« »flARY* 

(C5)  *J0HN* <—> »niRANS* —-- ft    " 1 PART 
t     | < *CP* «JOHN* 
I 
i 

 — 1 

i 
! T2 
| | PART 
| 4- n R |—>#CP* < *i1ARY* 
j »MARY« <=-=> «TITRANS« «CONCEPTS« 1 
| /c\ I—< «BOOK* 
i III 
j.. >!]j      j > *J0Y« 

/ 1 
«MARY« I   

\ 1 
t  f    | < #J0Y* 

INC i  I 
i  T3 • 
+ .L 

can be realised as 

" John [tell + tense) flary she [like + tense) reading the book" 

However, if the generator finds out (by asking the memory model) that 

11 Tl is prior to «NOU*, and 
2) Tl is pr ior to T2, 

then the realirat ion 

"John advised Mary to reao the book': 

is possible.  If. however, T2 is prior to Tl, then the sentence 

"John told flary she would have enjoyed reading the book" 

55 

■ nTiMiiYiiliiTriiii i 



may be generated, but the use of "advise" is prohibited. 

Other linguistic choices are made on the basis cf non- 

linguistic context, flaking such choices involves another form of 

interaction between the generator and the memory model. Given our 

ear Iier example: 
Tl 
i OR | < *f1ARY* 

(C4)  »JOHN* <«==> #ATRANS* -— *B00K* *■—] 
! < »JOHN* 

t    t 
Tl  *N0U* 

it may be appropriate to produce 

S4)  "John gave the book to Hary"     or 
34") "John returned the book to Mary" 

The decision is made on the basis of the context existing in 

the memory at the time the generation t5*es place.  !n this case, the 

generator passes to memory the question: 
3 T8. Te<T!,  such that: 

T9 
i       YAL 

»BOOK* <mms>  *P03S*  »MARy* 

(where Tl, *B0GK*, and *t1ARY* are the same pointers as in the 

stimulus (C4) ) 

i.e., was there a time previous to Tl at which the book was in Hary's 

possession? If menocy answer^ "yes" to this ouestion, SV may be 

generated; otherwise, S4 will result. 

(There is a problem here in deciding whether memory should 

really try to 'find' the requested information, or take the much more 

expensive approach of trying to 'prove' it. The answer is dependent 
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on  the ansuer   to the question of hon much inference a tnenory model 

should do   'on  the  fly'   111.     It  should be noted,  however,   that a 

wodel which permitted multiple representations for a given meaning 

uould have  to adopt a proof procedure here.) 

Finally,   situations exist  in which  linguistic considerations 

require access to deductive capabilities of memory as well  as  its 

information retrieval  capacity.    Consider   the conceptualization; 

Tl PART 
i n R   I > *CP* -— *nARY* 

(C6)      *JOHN* <**> »trnwjs* --—  tt -—j PART 
f | <• »CP» 1- »JOHN* 

I 
 I 
I 
1 T2 
I * 
| nOOHN* <"=> *DQ* 
1 / \ 
| »HI j > »HtALTH* <- (-18) 

/ j 
riary'p husband  I    

\  ! 
t I < 
T3 

't t t t t 
Tl   T2   T3 Tl  «NQU* 

This can be realised as 

SG    "John told Mary that he was going to kill her husband." 

A reasonable paraphrase might be 

SG* "John threatened to kill Mary's husband." 

But one can imagine circi" lances in which SG' would be a very 

poor realization and a much betv one uould be 

SG''        "John promised to kill Mary's husband." 
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In order to choose between 'teil', 'threaten', and 'proMse' 

BABEL uses a predicate MEtl-QUERY. The distinction is made on the 

basis of whether the flOBJECT of the *I1TRANS* could cause the 

RECIPIENT of the »flTRANo* to becosie much less happy (or much 

happier).   A conceptualization: 
12 

»JOHN* <•"> *00* 
/ \ 

I- 
llary's husband   j 

/c\ 

♦flARY* 
\ 1 

t      t        | 
INC  I      T3 

I 
{X:  Xi-3) 

f 
T3 

■> «JOY* 

■< «JOY« 

■> »HEALTH* (-18) 

is formed, and if it can be proved then 'threaten' is chosen. On the 

other hand, if this conceptualization with INCrement (X: X>J-3) on the 

resulting  state-change can be proved,   then  'promise'   may be selected. 

The memory-inference model   in  the present program  is not 

capable of proving relationa of  this complexity —  i.e.,  whether an 

arbitrary conceptualisation describes something uhich could please or 

harm a particula'-   individual.    Such  theorem proving  is  in  fact beyond 

the current  capacities of   language processing systems.    Our program 
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resorts to human intervention to answer such questions; a conceptual 

structure like that above is typed out at the console when the 

program needs the information and a human informant responds TRUE or 

FALSE. 

It is important to realise that sucn a capapility is not 

specific to a paraphrase program, nor ev^n to the subtask of language 

generation in general.  A psychiatric intervieuing prograin, for 

example, uould very likely need the ability to ana lyre what ^as said 

to it and determine if it uas 'threatening', 'hostile', etc. The 

desire to perform such an analysis has nothing to do uith the 

program's oppressing in English the fact that what was said was a 

threat. Since the need for such a capacity can be justified on 

grounr's independent of generation, no unreasonable assumption is 

being made in making it available to the generator.  It demonstrates 

one interesting interaction between linguistic knowledge — that 

English prevides a verb "threaten" to describe an informatio.i 

transfer meeting certain conditions — and non-linguistic capability 

-- the ability to decide whether a c-lven piece of information has 

particular implications in a particular context. 

!t is interesting to note how small changes in some conceptual 

roles may have large effects in the linguistic realization of 

conceptual irat ions. The time relations in (C5) were one example. 

But not only the time relations are required for reading (CB) as 

'advise':  the identity of the several instances of «MARY* is also 

necessary. Suppose that the *f1ARY* in «he STATE-CHANGE of (C5) were 
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changed to *J0HN* — i.e., we had the 'meanircj' "John tell tlary that 

^lary read the bock can cause John become happier." No longer can 

this be realised as advise, regardless of time relations. But H the 

time relations necessary to get 'advise' from (C5) still hold, the 

ne» meaninc) could yield the readinrj 'request' or 'ask': 

"John requested that flary read the book" 

It is the job of the discrimination nets, employing the three types 

of predicates provided, to make the subtle distinctions required for 

the selection of uords. 

The cc-e of BABEL is a collection of discrimination nets 

utilising these kinds of predicates. Given a conceptualization, it 

is first necessary to decide Khich nets are applicable. Of course, 

all of them could be tried, most of them failing to find any 

response. For efficiency, a quick structural analysis is performed 

to determine the set of applicable nets. For example, a stimulus 

uith the structure EVENT-CAUSE-STATE CHANGE uill be found to have two 

relevant nets, EKC. which is specifically for EV'FNT-CAUSE- 

STATECHANGE structures, and <ALIS. which applies to al! CAUSAL 

structures. 

Each of the discrimination nets found is applied to the 

stimulus until a 'response' is found.  If all trees are applied 

without a response tBing found, BABEL gives up trying to express the 

conceptualization. If a response is found, it will be 3 unit called 

a CONCEXICUN pointer. As shown in Figures 1 and 2 above, the 

CONCEXiCCM pointer GIVE! may be found as a response to the stimulus: 
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0 R I > *nARY* 
(C4)   *JOHN* <=> *A1RANS* <—- *B00<* ——] 

t      i < *JOHN* 
REFj 
iNDEF 

niVEl is a pointer to an entry in a data file called the C0NCEX1C0N 

(CONCEptua! leXiCON). An entry in this file has three fields: 

CONCEXICON'  ENTRY 

I 
LEXICAL POINTER | FRAHEWORK SPECIAL ACTIONS 

The SPECIAL ACTIONS field is usually empty. When pr-csent. it 

specifips some form of transformation on the conceptualization. No 

exanples of SPECIAL ACTIONs will be needed for our exawpiss. The 

other two fields are always pre?ont. The lexical pointer is a 

reference to an entry in the lexicon; the pointer for GIVE1 is to the 

lexical entry GIVE.  Cnncexicon entries correspond closely to the 

usual notion of word senses, so many concexicon entries may refer to 

a single lexical entry..  The concexicon entries FlYl ("to pilot an 

aircraft"). FLY2 T'to travel by plane"), and FLY3 ("to move through 

the air") all point to the lexical entry FLY. 

(Of course, the three senses have different, although related, 

conceptual representations.  Skeletal forms of each are shown below, 

FLY1 

human <===> *D0* 
/ \ 
HI        0      D | > location? 

plane <»"> «PTRANS* • plane ♦ 1 
t | < localionl 
I LOG 

*AIR* 
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FLY2 
♦AIR* 

|LOC 
i G       0 i > location2 

plane <«»»> *PTRANS* ■ plane . 1 
t I < location! 
ICONT 

human 

FLY3 
*A:R* 

ILOC 
4, 0    D I > location2 

K <===> «PTRANS* <-•-- X •-—I 
I < locationl 

It is the job of the discrimination nets to find the particular 

pattern present in a stimulus and return the appropriate CONCEXICON 

pointer.) 

The FRAdEUORK of  the concexicon entry consists of a  list of 

FRAflFs.   where-  each FRAME has  three  fielcfs: 

FRAIIL 

_ . . | 

I SYNTAX RELATION | FIELD SPECIFICATION | SPECIAL REQUIRE^'TS i 
I .  - i , I i 

The SYNTAX RELATION is & memoer of a fixed set of relations 

which can occur in the syntax nets. These include ACTSBJ, OBJ, 

0BJ2, IND-OBJ, INF. and INF? mentioned earlier. A FIELD 

SPECIFICATION is a designation of a substructure of a 

conceptualization,  it consists of a list or elements rrcm tne set 

i ACTOR OBJECT TO FROM <-> «> <s «sC CON 
VAL FART flOBJECT Tit€ MODE /\ <sT <äF 1 

These are the internal names used by the system to refer to roles in 

conceptual reiations. float correspond closely to the names used in 

section II;  the less obvious ones are: 
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ACTOR refers to the <ACT0R> in EVENTs, the <C0NCEPT> 
in STAlEs and STATE-CHANGEs 

CON refers to the ANTECEDENTS in causal relations, 
the first conceptualization of conjunctive 
re I at ions 

A refer to the second conceptualization of a 
"on, .nctive relation 

<3, <sZ refers to the <RESULf> of the corresponding type 
oi causal relationship 

<5F, <5T re'er to the initial and terminal states of a 
statechange relation 

The value of a rlcLO -PECIFICATION (FS) applied to a 

conceptual irjition is computed a- fol lou:: 

1) Set VALUE to the entire co'ceptual ii'ation. 

2) In 'he current VALUE, find the field referred to by the first 
element of the FS (CAR FS). Hake the new VALUE the conceptual 
structure filling this field. 

3) Remove the first element from the FS {FS-'OR FS). 

4) If the F5 .5 e«p y (NULL FS) return the current VALUE; 
otherwiie, go to step 2. 

if at any .•»omt a.field soujM in step 2 is not present. NIL is 

returned as the VALUE. 

The value of the FIELD SPECIFICATION   mOBJECT CÜN ACTOR)  applied to 

h      R 1 > *CP* ----- »FRED* 
»JOHN* < = = = > «flTRANG« —-- .; 1 

f i < #LP* ,  »JOHN» 
| 1 
f 
I 
!     »JOHN« <===» *üO* 
I / V 
I >ij,      j > »HEALTH* 10 

/. 1 
»BILL» |   

\ ! 

is »hg PP »jQHN*. 
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Specal reciuirpnienls are user! »ain'y for the introduction of 

prepositions into the syntax nets and uill be described in an 

»»xaraple. 

\ft  processifig ,T conceptual structure, a 'base node' for the 

syntax net is created. This is termed the ACTIVE NODE. Uhen a 

concexicon entry for the structure has been found (by applying 

discrimination net? to this CURRENT CONCEPTUAL STRUCTURE (CCS) ). the 

relation LEX is attached to the ACTIVE NODE with its value being the 

reference in the LEXICAL POINTER field of the concexicon entry. 

Next, ail SFcClAL ACTIONS specified in the concexicon entry are 

taken, and finally the FRAflEUORK is processed as foMows: 

(1)  Get the next FRAHE.  If no more exist, go to step 3. Otherwise, 

add a node N to the network connected to me active node by *he 

SYNTAX RELATION specified in the fraw. Hake N the ACTIVE NODE, 

sr.vinci the eld ACTiV'L NOD'c. the CCS, and the unprocessed FRAMES 

of th«? FRAflEUORK on the NODE PUSHOOUN LIST (NPLi. 

(21 Get 3 new CCS by applying the FIELD SPECIFICATION of the FRAME 

to the old CCS,  A;  u the network generation algorithm to the 

neu CLS, thereby expanding the syntax net fr,jm  the ACTIVE NOTE. 

(3)  If the NPL i; empty, generation of the syntax net is completed. 

Otherwise, "pop' the N'PL, restoring an existing node to ACTIVE 

NODE status, and restoring a CCS and unprocesseü set of FRAflEs. 

Return to step 1. 

The structure specified by a FIELD SPECIFICATION (in step 2) 

may turn out to be a conceptual nominal. Smce these are represented 
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only as pointers into memori, i*nARY*, *£ K«) instead of by complex 

conceptual structures, theu nre treated «periaily by the generation 

alcjorithm. Specifically, nc discrimination net is aoplled, but 3 

lexical pointer is found associated with the concept in metnory (i,e., 

the predicate ENGLlSH-NAIIE nenticned earlier is used). Treatment is 

entirely equivalent to considering the PP as Itself being a 

concexicon entry with a regular LEXICAL POINTER, but with no 

FRA.HBJORK or SPECIAL ACTIONS. 

Consider how this process builds a net from our simple example 

{C4) above.  The conceptual nation would be taken and recognized as 

an event structure (main link <«> ) with ACT » *ATPANS«. The 

discrimination nets for such structures would be applied and a 

concexicon pointer, say 'RECEIVEl'. found.  The co^cexicon entry 

RECEIVE1 consists of: 

LEXICAL 
POINTER FRATBJORK 

SPECIAL 
ACTIONS 

|  RECEIVE 1| ACTSBJ 1 
I 1! i. 

TO ) NIL 

OBJ  |  ( OBJECT ) NIL 

NIL 

I OBJ ( ACTOR ) (PREP FRDm 

An active node 01 would be established with relation LEX and 

value RECEIVE (the LEXICAL POINTER field of the entry) 

Gl:  LEV     RECEIVE 

Processing the first tuo frases attaches -an ACTSSJ flARY (the 
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Isxical pointer associated with *i1AR>*, found tn the ( TO ) field), 

anri an OBJ BOOK ithe lexical pointer associated with «BOOK», found in 

the ( OBJECT ) field). 

Gl: LEX RECEIVE 
ACTS BJ G2 
OBJ G3 

LEX flARY 

G3: LEX BOOK 

The third frame spacifies the relation 10BJ to be found in the 

ACiuri field ( *J0HN* ). The SPECIAL REQUIREHENT (PREP FRO«) in this 

FRAflE has a minor transformational effect on *he standard processing 

uhich can be seen in the network created. 

Gl: LEX 
ACTSBJ 
OBJ 
lOBJ 

RECEIVE 
G2 
G3 

G2: LEX flARY 

G3: LEX B00.< 

G4: PREP 
POBJ 

G5: LEX 

FRO" 
G5 

JOHN 

There exist both syntactic and semantic elements not yet 

present -n  this network. Every sentence has a TEftSE (PAST, PRECrit, 

FUTgrj. PAST PERFect. etc.). a FCRn (SIflple, PROGressive). a HOOO 

(INOICative. INTERROGative, SUBJUfCtive, ITiPerat i ve). and a VOICE 

(ACTive, FAS^ive). Only a simple analysis of tnese problems has been 

incorpcrate-d into the current program. Whenever the LEX relation 

attached to sr, ACTIVE NODE in the syntax npt has a 'verb' a^ its 

value. (VERB being a lexical category). 1^.^..  FORfl, flOOD. and VOICE 

relations must he attached to fie noes?.  This information is derived 
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from   the CCS at   the  time.     TENSE   is cnosen  fro«  the set   IPRES.  PAST, 

FUTt   depending on whether   the  TIDE of  the conceptualization  is *N0U*, 

before *N0U*,   er   öfter  «NOU*.     The  TlfE of  a conceptualization  is 

taken as  thai  attached to  the main  'ink   if   it   is one of  the simple 

types,   or   the  Tint!  of   the ANTECEDENT   in a causal  relation.     PORII  is 

always chosen as SIflplei  extension to PROGressive nil!  occur when the 

representation of   time  is expanded  to  inciude  intervals as well   as 

points.    ilOOD  is chosen as  INTERROG  if a  (?)  IIODE modifies  the 

conceptualization.    SUBJUNCtive  is chosen  for certain <3C structures. 

Otherwise.   INDICative  is used.    VOICE  is currently always chosen as 

ACTive;   presumably FOCUS could be used  to choose PASsive  in some 

instances. 

In addition to these relations which are required by English 

syntax, information may be present in a conceptual structure which 

-.iiil not be processed by the concoicon entry retrieved for that 

structure,  fhe moriifying reiations of conceotual dependency (PART as 

in »NECK* *- «MARv« . REF in *B0C<*'- INDEF) each have a 
PART REF 

language specific function associatea W'th them. When these 

relation? are noticed en a conceptual structure, the corresponding 

functions are executed to modify the syntax node created for the head 

of the sfrucfure. 

These considerations result in a completed syntax net for our 

examp i e; 
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Gl; LEX RECEIVE 
ACTSBJ C2 
OBJ G3 
I OBJ 04 
TENSE FAST 
FDRn sin 
VOICE ACT 
moo INO'.C 

G4: PREP 
POBJ 

G5: LEX 

FROfl 
G5 

JOHN 

GZ:  LE* 

G3:  LEX 
OET 

nARY 

BOOK 
A 

From this net the sentence "Mary received a book from John" is 

generated. 

As described above, the syntax net created wi I'i always have a 

tree structure. In actuality, neu nodss are created for conceptual 

nominal s only i! no noae already exists for tnat element. Olheruise, 

another connection to the existing nod'? is made. In the syntax net 

for "John told fl3ry he saw fir. Smith" only one node for "John" will 

be present, standing in an ACTSBJ relation to two different nodes. 

The only 'ise of thiö fact by the surface generator is in the 

inclusion of pronouns, and is thus no' of great significance. 

The surface generation gran-mar uitl not be described here.  It 

is based on the grammar and program used by Simmons and described in 

[101; the principal techniques used cio ret differ from those 

described there.  Our grammar generates understandable, but not 

totally correct. English sentences from roost of the syntax nets 

created by the program. Certainly there is still a great deal of 

work to be dene in this area; the conceptual approach taken by HARGIE 

does not alleviate most of the problems caused by natural language 

syntax in generation. 
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MULTIFLE REALIZATIONS 

The process described in this last section demonstrates how a 

conceptual iration can be used to produce a syntax net which in turn 

can be used to produce an English sentence. Since each step of the 

process uds deterministic, some additional mechanism is needed to 

produce paraphrases, or multiple realizations, from a single 

conceptual izat inn. 

One way to do this uould be to define meaning-preserving 

tr'-sformations on the syntax nsts -- changing VOICE from ACTive to 

PASfive uould yield a different surface strin  But such syntactic 

paraphrasing is dearly not the source of the examples given earlier. 

Rather, they are obtained by allouing the üiscrimination net 

algorithm to fine more than one facpcinjp, 

it was pointed cut earlier that there may be more than one 

discrimination net applicable to a given stimulus.  Sometimes more 

than one of these will produce a response. Since the nets are 

organized to group 'related' meanings into a single net, however, it 

often is the case that more than one appropriate response exists 

within a single net.  This case is handled by the addition of two 

simple devices to the discrimination nets. 

First, terminal nodes are allowed to h-ave associated with them 

not just .3 single concexicon entry, nut a set of such entries.  Thus 

a "stimulur" which finds 'he response LIKE4 may find ENJOY] and 

PLEASE) at t^e same time. Each of these entries may be used cs tha 

source for aene--a'mq 3 distinct ns*, leading to distinct 

paraphrases. 
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This handles cases of  what might be called 'conceptual 

synonymy'.  Sijch '-oses do not exploin a great deal of paraphrase. 

houever, and heconse rare? as conceptual representations are refined. 

The second device used is to pfcrnit any terminal of a discrimination 

net to ho'd, in addition to a list of concexicon pointers, a pointer 

back to some node in the network.  (This will be represented by the 

presence of a " t <intecjer> " at the terminal, <integer> being the 

index of some node in the network. Some terminals may contain only 

such pointers, and no responses at all.)  In addition to using the 

responses found at a terminal, it is possible to follow the pointer 

and resume the net application process from the specified node. More 

formally, it is necessary to modify the discriminat'on net algorithm 

as folIons: 

add step 
0. set RESPONSES to NIL. 

rep I ace step 6 with 

G.  arid the responses associated with CURRENT-NODE to RESPONSES. If 
CURRENT-NODE has no associated pointer, then return RESPONSES, 
Otherwise set CURRENT-NODE to the node indicated by the pointer 
and go to step 2. 

This may lead to the difcovery of 'conceptualiy' distinct 

responses.  Intuitively, this procefS corresponds to 'ignoring' soiif; 

feature of the stimulus which English provides a soecial way of 

expresstng a^d finding a more general way of expressing the 

information.  The reader is invited to apply the partial 

discrimination net of Figure 3 to the stimulus 
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following the modified di scr itunarion net algorithm, and verify that 

the concexicon entries 
ADV I SEI SUGGESTl   TELLi 

are all found.  The paraphrases 
"John advised Mary to read the book" 

"John suggested to tlary she would like to read the book" 
"John told flary she would like to read the book" 

are generated from this stimulus, as ue'< \   as several others which 

result from ihe conceptual synonomy of L1KE4, ENJOYl and PLEASE1, and 

the paraphrose of 

"Hary would 'ike to read the book" as 
"tlary would become happier if she read the book". 
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subtree including 
REQUEST! 

I 21 

ADvfSE 
ti2 

FIGURE    3 
partial  discrimination net  for *nTRANS*   EVENTS 

HELD SPECIFICATIONS in predicates refer to fields of an »PTRANS» conceptual 
stimulus.    Multiple predicates at a node -forta a conjunction. 
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V. CONCLUSION 

In part 1 of  this report ut described a natural language 

processing task uhich ue termed 'sentence paraphrasing'.  It was 

claimed that this t'sk is of interest for three major reasons! 

1) its relation to machine translation 

2) the n^ed to 'understand' natural language in order to produce 
paraphrases 

3) the effect of context on sentence paraphrases 

flARGiE is a computer program which, given an English sentence 

as input, can produce English sentences which are paraphrases of that 

input,  in order to describe its operation it uas necessary to define 

the notion of conceptual representation. Section II enumerated the 

properties intrinsic in such representations and gave more detailed 

example? of the particular representation employed by MARGIE. 

The production of paraphrases requires tuo basic processes. 

The first takes English sentences and produces conceptual 

representations of their meanings the second per forms-the inverse 

operat ion. 

Part ill discussed a conceptual analyzer for English sentences. 

The analyser'«; goal uas to find, for a given English sentence, the 

conceptualization that represented the meaning a human would assign 

to that sentence in the same context.  The basic mechanism was the 

request. Uords had both features and requests associated with them. 

Encountering a word made Loth sets available to the analyzer. A 

feature was a conceptualization. A request was a predicate plus a 
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set of actione. If the predicate became true while the request was 

still active, the actions were performed. The predicates could ask 

questions about the words and concepts found or about the 

conceptualiration being built. The actions could modify tnat 

conceptualizai .on or alter the set of requests active. In general, 

verbs and prepositions contributed EOSt of the requests while nouns 

were importam nainly for the features associated with thsm. 

Part IV detailed the operation of a program to express a 

conceptually represented meaning in English. This was accomplished 

via an intermediate 'synta« net'. To produce the net it was 

necessary to discriminate conceptual patterns for which English 

provides pcrticular verbs. To choose verbs not only pattern 

matching, but conceptual knowledge and even theorem proving 

capabilities were seen to be necessary. The discriminations provided 

a link between pure conceptual structures and units in a 

'concexicon'.  These units in turn provided a link from the 

conceptual to the syntactic, and enabled the construction of the 

synta« nets. 

The parophrase task did not motivate either the analysis or 

generation algorithm. The analyzer performs no operations specific 

to this task. And it was shown that only a slight modification to a 

general conceptual to English generator was needed to accomplish 

paraphrasing.  The property of explicit representation of 

similarities in meaning at the conceptual 'eveI makes this possible. 

It also means that no manipulations of the meaning representation are 
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needed for paraphrasing. This stands in contrast to representations 

based on words or word senses, which would require the application of 

transformational or inference rules to produce paraphrases. 
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VI. EXAMPLES OF PROGRAM OUTPUT 

Lines preceded by a '*' were typed by the user. Lower case is used 
for explanatory remarks. All other lines were typed by the program. 

TYPE INPUT 
»(JOHN GAVE MARY A BICYCLE)    the input sentence. 

OUTPUT FROM PARSER:'     in two parts; first time relationships! 

TIM08 : ((VAL *r*))      Tin89 has value »T« analog of *N0U* ) 

Tinei : ((BEFORE TIf18e X)) TIR01 is before Tltl^e by an unspecified amount X 

then the actual conceptualization, utilizing these times: 

((ACTOR (JOHN) <»> UATRANS*) OBJECT (BICYCLE REF (»A«)) FROH (JOHN) * 
TO (MARY)) TIME (TIf101) FOCUS ((ACTOR))) 

PARTIALLY INTEGRATED RESULT: this is the memory model's internal format 
(UATRANS* (#J0HNI) (C0004) (ODMNI) (WIARYi)) (TIME _ (G000G5)) 

THINGS TO SAY;  this is the conceptualization after being Internalized 
and reconstructed by the memory modei. 

((ACTOR (JOHN) <«> UATRANS*) OBJECT (BIKE REF {*A*)) FROfl (JOHN) TO - 
mARY)) TlhE (G00C5) F0CU5 ((ACTOR))) 

the syntax net produced by the generator; 

G0020: JBJZ (G9323) 
OBJ (00022) 
ACT5BJ (G0021) 
VOICE (ACT) 
FORM (SUD 
TENSE (PAST) 
MOOD (1NDIC) 
LEX (GIVE) 

00221: LEX 

00822: DET 
LEX 

LEX 

(JOHN) 

(A) 
(BICYCLE) 

(MARY) 

the string produced by the surface grammar: 

(JOHN GAVE MARY A BICYCLE) the 'identity' paraphrase in this case 

more nets and surface strings: 
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00022; lüBJ (G8025) 
OBJ (G0024) 
ACTS3J (08023) 
VOICE (ACT) 
FORM (SÜD 
TENSE (PAST) 
MOOD flNPlCl 
LEX (GIVE) 

06024: DET 
LEX 

(A) 
(BICYCLE 

G8025: POBJ 
PREP 

(G082G) 
(TO) 

03028: LEX (MARY) 

00023:    LEX (JOhw) 

(JOHN GAVE A BICYCLE TO HARY) 

by having concexicon entries 0IVE1 and GIVE2,  both with  lexical 
pointer GIVE,   and both occuring at  the same  terminal  o^ a 
discrimination net.  but with .-lightly different syntax FRAhEs,   the 
forms  "X  gcv v Z"  and "X gave 2  to Y"  =>re generated. 

G0825:    .EX (HARY) 

00025: POBJ   ,08027) 
PREP   (FRüm 

V0023:     I OBJ (G082G) 
ACTSBJ (G0025) 
OBJ (00024) 
VOICE (ACT) 
FORtl (Sin) 
TENSE (PAST) 
nooo (IND1C) 
Itx ibtT) 

00024:    DET (A) 
LEX •BICVCLE) 

00827: LEX    (JOHN) 

mARY GUT  A BICYCLE FROH JOHN! 

a pointer   from  the  termina    holding GIVE uas  fo1lowed,  having  the 
e'fect  of   ignoring  the  focus on the ACTOR  i=J0H,N) 
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D0024! lOBJ (G0027) 
ACTSBJ (G0026) 
OBJ (G0a2SJ 
VOICE (ACT) 
FORT! (Sin) 
TENSE (PAST) 
MOOD (IN01C1 
LEX (RECEIVE) 

OET (A) 
LEX 'BICYCLE) 

G802S: LEX (nAHY) 

G8027: POBJ   (C082SI 
PREP   (FROn) 

G8828: LEX (JOHN) 

08025: 

(MARY RECEIVED A BICYCLE FROfl JOHN) 
also ignores the focus on JOHN 

In the residining examples only the input sentence, parser output, and 
paraphrase surface strings uiI I be shown. The reader should keep in 
mind that the thrust of our work in generation has been toward the 
produ-'ion of syntax nets from conceptual structures. No more effort 
ha?; been put Into the surface phase of  generation than uas necssary 
to obtain mini-nally readable realizations. Uhilo syntactic problems 
in the requiting surface strings occasionally reflect actual 
inacfequacies in the oroduction of the syntax nets, the great majority 
of such faults result from the primitive transition network granaar 
being employed to map the syntax nets into sentences, 

TY^E   INPUT 
»(JOHN ADV.SEO MARY TO DR1N< THE UINE! 

OUTPUT FROfl PARSER; 

TII188 

Tinei 

T 1.182 

TIW3 

KVAL *T* 

[(BEFORE Tin00 X)] 

(fAFTEP Tlfiei  K)) 

i (AFTER  TIM31 X»l 

It ».ight be noteo  mat  the times given 
may not appear  in  the citrut.    Some are 
generated at  one point   in the program 
and then overunttgn by  later actons. 
No  information has been  lost and usually 
the overwritten  time was 3 reference 
point.  TIf189 ar.d FlfffiZ are replaced here. 

((ACTOR (JOHNl) <=> (»ilTRANS*» TO {*CP« PART (flARYl) REF (*THE#)) FdO-v 
ft (*CP* PART (JOHf^ll REF i:*THE*)) ftOSJECT ((CON ((ACTOR (HARYl) <«> (* 
♦ iNGEST*) OBJECT (UJNEl REF («Tl€*)) TO (*INSiDE* PART (MARYD) FROfl - 
(*nniJTH* P/HI (mRYUl INST («$£«)) f'COE (NIL) TIME iTItt83) FOCUS ((• 

ACTOR) M <«C ((ACfOR (ftARYl) vT r*jriY*) <I>F (»JOY*)) INC (2) TldE • 
(TIN03)  nODE   (NIDIOI FOCUS  ((ACTOR)) HOOE (NIL)   Tine  (TlflWn 
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paraphrases 
(JOHN ADVISED HAPY TO DRIN< SOflE UH€) 

even thoucjt-. the input contained 'THE UINE', the memory was unable to 
determine what 'THE UlNE' referred to. (No nine existed in the 
current context.)  In passing the conceptualization on to the 
yenerator, the 'definite' reference on U!NE was changed to 
'indefinite'. The generator espre55es the indefinite reference as 
'A' or 'SOnE'. depending on conceptual properties of the governor. 
Since the concept referred to by UINE in the conceptualization is a 
phusical substance, but not an 'entity', the modifier SOME is chosen, 

(JOHN ADVISED MARY TO INGEST SOME UlNE) 

(JOHN SUGGESTED TO HARY SHE U0ULÜ LIKE TO DRINK SOME UiNE) 

(JOHN SUGGESTED TO HARY SHE ^OULO LIKE TO INGEST SOflE UINE) 

(JOHN SUGGESTED TO HARY SHE DRINKS SOflE UINE UOULD PLEASE HER) 

(JOHN SUGGESTED TU HARY SHE INGESTS SOflE UINE UOULD PLEASE HER) 

(JOHN SUGGESTED TO HARY SHE UOULD ENJOY SHE DRINKS SOPE UINE) 

(JOHN SUGGESTED TO HARY SHE UOULD ENJOY SHE INGESTS SOME UINE) 

(JOHN SUGGESTED TO HARY SHE BECOHES HAPPY IF SHE DRINKS SOME UINE) 

(JOHN SUGGESTED TO MARY SHE BECOHES HAPPY IF SHE INGESTS S0ME UINE) 
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TYPE   INPUT 
*(f1ARY UANTr  TO CHOKE JOHN) 

OUTPUT FROM PARSER: 

TIf188  :   ((VAL  *T»)) 

Tin81   :   ((AFTER TI«00 K)) 

TineZ  :   "AFTER  T!n80 X)) 

Tinea     (AFTER Tinea xn 

((CON   ((CON  ((CON  ((ACTOR  (HARvi)   <=>   (*GHASP*) OBJECT  (»NECK* PART   U 
jOHNi))) Tin (Tinesn <* ((ACTOR ijomi) <=> FINGEST*) OBJECT (*AIR~ 

* REF   (*A*H  FROfl  («nOUTH* PART   (JOHNI) I   lu  («INSIDE* PART  (JOHNI)))  • 
TIHE   (Tlf103)  nODE   ((«CANNOT*))))  FOCUS  (CON ACTOR))  <*Z  {(ACTOR  (flARY-v 
))   <«>T   (*JCiv»)   <*>r   (*J0V#))   INC  (2)   TIDE  (TIf182))))    m>  (»MLOC* VAL* 

(*LTf1* PART   (MARfi)  REF   («THE*))))  "OOE   (NIL)  FOCUS  ((■■»> VAL PART))~ 
Tint (Tineei) 

paraphrases 
(MARY UANTS TO CHOKE JOHN) 
The original input is again the first realitation found. It ip natural 
to organize the discrimination nets so that th£ first 'response' found 
is the one which expresses a 'maximal' conceptual subs ..ucture.  This 
normally results in the most concise linguistic expression. 

(MARY UANTS TO PREVENT JOHN BREATHES BY SHE GRABS HIS NECK) 

(MARY UANTS TO PREVENT JOHN INc'ALES SONE AIR BY SHE GRABS HIS NECK) 

(flARV UANTS TO CAUSE JOHN IS UNABLE TO BREATHE BY SHE GRABS HIS NECK) 

(MARY UANTS TO CAUSE JOHN IS UNABLE TC INHALE SOTIE AIR BY SHE GRABS 
HIS NECK) 

(MARv UANTS TO CAUSE JOHN NOT CAN BREATHE BY SHE GRABS HIS NECK) 

(MARY UANTS TO CAUSE JOHN NOT CAN INHALE SOflE AIR BY SHE GRABS HIS 
NECK) 

CHARY UANTS JOHN IS UNABLE TO BREATHE BECAUSE SHE GRABS HIS NECK) 

(HARY UANTS JOHN IS UN\8LE TO I WALE SOnE AiR BECAUSE SHE CRABS HIS 
NECK) 

(flARY UANTS JOHN NOT CAN BREATHE BECAUSE SHE GRABS HIS NECK) 

iriARY HOPES SHE CHOKES JCWD 
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all the paraphrases of "choke" are produced again, this time combined 
tjith "hope" instead uf  "uant", 

(MARY THINKS SHE WOULD LIKE TO CHOKE JOHN) 

all the paraphrases of "like" (seen in the preceding example) 
are aiso produced in the embedded sentence. 

TYPE INPUT 
♦ (JOHN ICILLED riARY BY CHOKING HARY) 

The analysis of this example plus a graphic equivalent of the output 
can be found in section ill. 

OUTPUT FROH PARSER: 

Tinea : HVAL »T»)) 

Tin01 : ((BEFORE T 1(180 X)) 

Tino: : ((BEFORE Tinei  KM 

((CON ((CON ((ACTOR (JOHNl) ^> («GRASP* OBJECT (»NECK* PART mARYJ)- 
)) TinE (Tin82)) <s ((ACTOR (flARYi) <=> («INGEST*) OBJECT (*A1R* REF * 
[«A«}) FROH ««nOUTH* PART {nARYl!) TO '«INSIDE* PART (HARYi))) TinE (« 
Tine:) nuDE ((«CANNOT*)))) FOCUS (CON ACIUH)) A HLUN ((ACTOR 'HARYD* 

< = > («INGEST«) OBJECT («AIR* RE17 («A*)) FROM («nOUTH« PART {MARYl)) - 
TO («INSIDE* PART (flARYiH) TIilE (T!n92) HOOt ((«CANNOT«))) <» HACTO* 
R   (MARYl)   ^=>T   («HEALTH* VAL   (-10))   <s>F   («HEALTH* VAL   (NIL)))  HODE   (* 
NID TIHE (Tinei))))») 

p.^raphrcses 
(JOHN STRANGLED ttARY) 
Here the first paraphrase cice? not match the input. It is, in fact, 
more concise; the generator  see* the representation produced by the 
andlyrer for "krllet! by choking" as sufficient for use of the word 
"S t r any Ie". 

(JOHN CHOKED MARY AND SHE DIED BECAUSE SHE UAS UNABLE TO BREATHE) 

(JOHN CHOKED nARv AND SHE DIED BECAUSE SHE UAS UNABLE TO INHALE SOME 
AIR) 

.JOHN CHOKED MARY AND SHE DIED BECAUSE SHE NOT COULD BREATHE) 
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(JOHN CHOk'ED MARY AND SHE DIED BECAUSE SHE NOT COULD INHALE SOME AIR) 

(JOHN CHOKED MARY AND SHE BECAriE DEAD BECAUSE SHE MAS UNABLE TO BREATHE) 

(JOHN CHOKED MARY AND SHE BECAriE DEAD BECAUSE SHE UAS UNABLE TO INHALE 
SOME AIR) 

(JOHN CHOKED MARY AND SHE BECAME DEAD BECAUSE SHE NOT COULD BREATHE) 

TYPE  INPUT 
»iJOm TOLD MARY  THAT JOHN UOULD HIT MARY) 

OUTPUT FROM PARSER: 

Tinea « MVAL *T«n 

Tinei :  {(BEFORE urn Xl) 

Tine:- : («AFTER Tinea xu 

((ACTOR (JOHNI) <=> (»MTRANS*) TO (*CP* PART (MARYl) REF (*THE*)) FRO- 
n .'*CF* PART iJOHNl) REF (*THE*)' MOBJECT ((CON ((ACTOR (JOHN!) <-> (• 
»PROPEL») OBJECT «»HAND* PART (JOHN!) I TO (MARYl) FROH (JOHN1) INST (* 
(ACTOR (JOriNi) <=> UnOVE*) OBJECT (»HAND« PART (JOHN1))))) TIME (TIM- 
02) MflDE (NIL)) <5 ((ACTOR (»HAND* PART (JOHN!)) <s> (»PHYSCONT* VAL - 
(tlARyi)n TIME (T!n02) nODE (NIL) FOCr (CON ACTOR»)))) TIME (TIM01)) 

' paraphrases 

The preceding e*3fflp(eä Here run in a mode m uhich queries from the 
generator to ths meaory which the memory uas not yet capable of 
handling resulted in a uniform rasportse of FALSE. This exanpie 
produces more interesting results uhen run in a mode which allows 
these queriec- to be answered by human intervention at the teletype: 
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TIME TO PLAY GOD -- IS THtS TRUE7 

(CON ((COM ((ACTOR (JOHN) <-> (»PROPEL*) OBJECT («HAND* REF («A») PAR^ 
T (JOHN)) FROM (JOHN) TO (HARY) INST ((ACTOR (JOHN) <-> (*nOVE*) OBJE- 
CT («HAND* REF (*A*) PART (JOHN)) FRO» (*ONE*) TO (*ON£«)) FOCUS ((AC- 
TOR)))) TIME (GePOSf FOCUS ((ACTOR))) <* ((ACTOR («HAND* REF (*A«) PA- 
RT (JOHN)» < = > («fWSCOMT« VAL (HARY))) TiHE (00093)))) <5C ((ACTOR (- 
MARY) <ä>T (*PSIATE*) <ä>F (*P3TATE*)) !NC (*?* LEQUAL (-3)) TIME {*?* 
AFTER (CeaOS)))) 

The progran asks (conceptually) whether John's hitting Mary (at lime 
C0088) could cause 3 change in Mary* =; position on the 'physical 
state' scale UPSTATE*) a; bom   time after G0038) by an increment < 
-3,  The human respondent ansuered True. 

(JOHN THREATENED TO HIT HARY) 

The knowledcie of the potentially injurious nature of the event 
communicated by John alloyed the program to choose "threaten". 

'JOHN THREATENED To HIT HARY UITH HIS HAND) 

The ' instrument" of the hitting is normaily expressed. When it is 
the hand of the 'hitter', however, it can be left off, as in the 
preceding realization.  'Hand* ,.i3s not present in the input: the 
analyzer made the assumption that John's hand was what he would hit 
Mary with.  The generator asiurces other people use this default too, 
and thus permits both realizations. 

(JOHN TOLD flARY HE U1LL HIT HER) 

(JOHN TOLD I1ÄRY HE HILL HIT HER UITH HIS HAND) 
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TYPE  INPUT 
♦(JOHN LOANED A BICYCLE  TO MARY) 

OUTPUT FROM PARSER: 

Tinee :  HVAL *T*n 

Tinei   :   {«BEFOPE  TII108 X)) 

Tine: : ((AFTER umi xn 

((CON ((ACTOR IJOHNU <=.> («ATRANS«) TO tflARYl) FROfl (JOHN1) OBJECT U 
BTKEl REF («A*))) TiriE (Tinei)) A ((CON ((ACTOR (riARYl) <-> (»ATRANS*- 
> TO (JOHN11 FROM (HARYl) OBJECT (B1KE1 REF {*A*))) TlfC (TlfWZ)} <s>* 
(*riLOC* VAL (»LTH* PART (JOHNi)))> FGCüS ((<■> VAL PART)) TIhE (Tin8~ 

1)))» 

The conceptual representation found i« a ccniuction: 
1) John gave dary the bicycle,  and 
2) John believed at that time that Hary would give the bicycle to him 

at some future time. 

paraphrases 
TSME TO PLAY GOD — IS THIS TRUE' 

((ACTOR (BIKE REF («A*)) <»> UPOSS* VAL (MARY))» TidE (*?* BEFORE CG« 
08031») 
mi 
the generator asked whether nary had the bicycle at any time before 
John loaned it to her, Tne an^u&r given t.as "no". 

TIME TO PLAY GOD — IS THIS TRUE? 

((ACTOR (BIKE REF !«A*i) <3> (*P0SS* VAL (JOHN))) TiflE («?* BEFORE (G~ 
8012))) 
*7 
the generator   asks whether John had fhe bicycle at any  time before 
the  time  j»t  which he believes she iai I i  be qiving  it  to him.   The answer 
given uas  "ue^". 

(JOHN GAVE A BICYCLE TQ nARt AND HE EXPECTED SHE TO RETURN IT TO HIM) 

(JOHN GAVE A BICYCLE TO MARY AND HE E.^FECTEO SHE TO GIVE Hlfl IT) 

(JOHN GAVE A BICYCLE TO I1ARY AND HE EXPECTED SHE TO GIVE IT TO Hlfl) 

(JOHN GAVE A BICYCLE TO MARY AND H£ EXPECTED TO GET IT FRQH HER) 

(JOHN GAVE A BICYCLE TO flARY AND HE EXPECTED TO RECEIVE IT FROH HEP) 
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(JOHN GAVE A BICYCLE TO MARy AND HE THOUGHT SH2 WILL RETURN IT TO Him 

TYPE  INPUT 
«(JOHN SOLO A BICYCLE ID ttARY) 

OUTPUT FROn PARSER: 

Time  :    UVAL *T*)! \ 

TIMP1   :    ({BEFORE  Tine0 X)) 
((CON  ((ACTOR  (JOHN1)  <=>  UATRANS*) OBJECT  (BIKEl REF  {*A*))   To  ((lAR-v 
YD  FROM   (JOHND)   Tl^E   (TIM01))   <=s>  ({ACTOR  (hARYl)  ^.>   (*ATRANS*)  0* 
BJECT   (f10f€Yi)  TO  (jnufn) pRor, (OARyU) FOCUS ((CON ACTOR))  TIME  (Tin* 
01)))) 

paraphrases 
(JOHN SOLD MARY A BIC.'CLE FOR MONEY) 

(MARY BOUGHT A BICYCLE FROH JOHN FOR nONEY) 

(MARY PAvED JOHN MONEY FOR A BICYCLE) 

(JOHN TRADED flARY A BICYCLE FOR nONEY) 

(MARY TRADED JOHN MONEY FOR A BICYCLE) 

TYPE  INPUT 
«(JOHN AGGRAVATED FRED) 

OUTPUT FROM PARSER: 

TIM00  :    [(VAL  *T*J) 

Umi   :   ((BEFORE  Tfri00 K)) 
((CON  ((ACTOR   (JOHfJli   <->  (*DO*iH  <»  ((ACTOR (FRE01)   <a>T   tfANGER*) 
<M>F   {»ANCEP*))   TinE  (Tltt0i)   INC  (2)) FOCUS  ((CON ACTOR)))) 

paraphrases 
(JOHN ANNOYED FRED) 

(JOHN AGGRAVATED FRED) 
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(JOHN MADE FRED BECAME ANGRv) 

(JOHN CAUSED FRED BECAME ANGRV BY HE DID SOMETHING) 

(FRED BECAME ANGR/ BECAUSE JOHN DID SOMETHING) 
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